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in a local particle velocity space. Local mesh adaptation becomes necessary in order to
make the Boltzmann solver to be a practical tool in aerospace applications. The present
research improves the unified gas-kinetic scheme (UGKS) in the following two aspects.
First, the UGKS is extended in a physical space with moving mesh. This technique is impor-
. - tant to study a freely flying object in a rarefied environment. Second, the adaptive quadtree
Unified gas kinetic scheme . . . c . .
Rarefied gas method in the. partlclg velqcnty space is 1mplerpen§ed in thg UQKS. Dge tp the ‘new
Moving mesh improvements in the discretization of a gas distribution function in the six dimensional
Adaptive velocity space phase space, the adaptive unified gas kinetic scheme (AUGKS) is able to deal with a wide
range of flow problems under extreme flying conditions, such as the whole unsteady flying
process of an object from a highly rarefied to a continuum flow regime. After validating the
scheme, the capability of AUGKS is demonstrated in the following two challenge test cases.
The first case is about the free movement of an ellipse flying at initial Mach number 5 in a
rarefied flow at different Knudsen numbers. The force on the ellipse and the unsteady tra-
jectory of the ellipse movement are fully captured. The gas distribution function around the
ellipse is analyzed. The second case is about the study of unsteady flight of a nozzle under a
bursting process of the compressed gas expanding into a rarefied environment. Due to the
strong expansion wave and the huge density difference between interior and exterior
regions around the nozzle, the particle distribution function changes dramatically in the
particle velocity space. The use of an adaptive velocity space in the AUGKS becomes nec-
essary to simulate such a flow and to control the computational cost to a tolerable level.
The second test is a challenge problem for any existing rarefied flow solver.
© 2012 Elsevier Inc. All rights reserved.

Keywords:

1. Introduction

To design an accurate unified flow solver in all flow regimes is challenge due to the requirement to resolve different scale
flow behavior, i.e., equilibrium and highly non-equilibrium ones. Currently, the direct simulation Monte Carlo (DSMC) meth-
od and CFD Navier-Stokes (NS) solvers are two main working horses in rarefied and continuum flow regimes respectively.
Practically, the DSMC is the unique and the most reliable method for rarefied flow simulation in aerospace applications
[1-3]. On the other hand, in the continuum flow regimes, many accurate CFD-NS flow solvers are available. In the transition
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flow regime between continuum and rarefied ones, both DSMC and NS solvers may have problems. The DSMC is an operator
splitting particle based method. In order to validate its physical process in its numerical representation, the cell size and time
step in DSMC must be less than the particle mean free path and collision time. Meanwhile, due to the limited number of
particles, it takes a long time to reduce the statistic fluctuation, especially for low speed unsteady flow simulations. These
features restrict the application of DSMC in near continuum flow regime. On the contrary, the Navier-Stokes equations de-
scribe the macroscopic flow evolution with the underlying assumption of small departure from equilibrium states. It is inac-
curate to describe non-equilibrium rarefied flows, especially for the phenomena related to heat and boundary. Based on
macroscopic description, many other sets of equations have been proposed with the target to improve the performance
in transition flow regime, for instant, Grad’s 13 moments (G13) [4], regularization of Grad’s 13 moments (R13) [5], regular-
ization of Grad’s 26 moments (R26) [6], Burnett and super Burnett equations [7], or the direct use of the closed solution of the
kinetic model [8]. Even with significant progress, these kind of attempts are not fully successful to calculate the non-
equilibrium flows. A NS solution gives a steeper shock structure than those observed in the experiments or the DSMC
calculation. The G13 reveals a sub-shock structure. Although the R13 gives a smooth shock profile, its success is still limited
to low Mach number cases [9]. Due to Bobylev’s analysis, the Burnett and super Burnett equations cannot give a stable shock
structure when the Mach number is large [10-12]. Augmented Burnett equations [13] perform better, but these equations
are stable only in time, not in space [9].

In order to design a unified scheme for all flow regimes, a natural choice is to combine the advantages of both the DSMC
and NS methods. The popular unified method is constructed under the hybrid framework [14-16], where the computation
domain is divided into sub-domains with its own valid governing equations. Then, in each sub-domain the flow evolution is
simulated by its corresponding solver. Although the hybrid method can work well in continuum and free molecule flow, in
the transition flow regime it still has problems. One of the critical questions is about the division of domain, and the valida-
tion of both methods around the domain interface. For the hybrid DSMC-NS method, the data interchange between different
sub-domains involves new problems. For example, the NS solution is theoretically sensitive to a fluctuating boundary, and
non-unique particle distribution functions can be defined from macroscopic flow variables. Indeed, the hybrid method can
reveal very sensitive solutions when using different division of domain [17].

Besides the DSMC and NS flow solvers, the Bolztmann equation can be also used directly to construct a unified numerical
scheme [18-20]. The Bolztmann equation is supposed to be valid for all flow regimes from continuum to the free molecule
flow. Therefore, a direct Boltzmann solver is reasonable approach to design a unified method. The direct Boltzmann solver
involves complicated collision integral which costs significantly in its numerical discretization. In order to increase the effi-
ciency, one optional choice is also to develop a hybrid method, such as Boltzmann-NS [21,22]. Another option is to solve a
model Boltzmann equation, such as the BGK or Shakhov equations [23-25], instead of the original Boltzmann equation.
However, similar to the DSMC, most of the Boltzmann-type solvers use operator splitting approach, which splits the particle
movements into free transport and local collision. This kind of splitting limits the time step and cell size of the Boltzmann
solver, especially for near continuum flow. Theoretically, it is impossible to design an efficient unified scheme using operator
splitting techniques for the transport and collision terms.

The unified gas kinetic scheme (UGKS) [26-28] is newly developed numerical method for all Knudsen number flows. The
UGKS is also based on the model Boltzmann equation, but both viscosity and heat conduction coefficients can be set to correct
values. The novelty of the UGKS is that a coupled treatment of the particle transport and collision has been used in the gas
evolution process, and both macroscopic conservative variables and microscopic gas distribution functions are updated in
the scheme. As a result, depending on the intensity of particle collision within a time step the UGKS can automatically recover
the hydrodynamic and kinetic scale gas distribution function. Hence, the time step of the UGKS is not restricted by particle
collision time. For low transition and continuum flow calculation, the UGKS is more efficient than direct Boltzmann solver
and DSMC. Extensive numerical tests have validated the UGKS method, especially for the low speed microflows [29].

The Boltzmann-type solvers always employ a uniform mesh in the particle velocity space. This kind of discretization
makes the distribution function based method very expensive for high Mach number and high Knudsen number flow. Owing
to the wide spreading of particle velocity distribution in high speed flow and narrow-kernel distribution function at high
Knudsen number cases, a mesh in velocity space has to cover an extremely large domain with high resolution. When a uni-
form mesh is used in the velocity space, the storage and computational load will be unendurable. Moreover, uniform mesh is
inefficient to reflect the dramatic changes of distribution function in rarefied high speed flow. In recent years, adaptive veloc-
ity space technique has been increasingly used in solving the kinetic equations [30,31]. Kolobov et al. [32,33] introduced the
quadtree into the velocity space, and showed the advantages of quadtree structure in solving the collision term of the kinetic
equation for the homogeneous flow. It is believed that adaptive mesh has to be used for the Boltzmann solver in the hyper-
sonic rarefied flow simulations. But, for a inhomogeneous flow computation the use of quadtree technique in the Boltzmann
solver introduces additional difficulty to keep the momentum and energy conservation during the particle-redistribution
process. In this paper, for the first time we are going to construct quadtree technique into the Boltzmann solver for inhomo-
geneous flow simulation. At the same time, in order to simulate the moving boundary problem accurately and efficiently, we
are going to introduce moving mesh method in the physical space into the UGKS as well.

This paper is organized as following. Section 2 presents the implementation of moving mesh and adaptive velocity space
methods into the UGKS. Section 3 validates the new scheme through many test cases. Section 4 gives the simulation results
of two challenge problems. The first one is an ellipse movement with an initial Mach number 5 at different Knudsen
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numbers. The second one is the propelling process of a nozzle and its movement through a rarefied environment. The last
section is the conclusion.

2. Adaptive unified gas-kinetic scheme with moving mesh

The philosophical principal underlying the UGKS is to use the partial-differential-equation (PDE) to get a local solution
around a cell interface [28], the so-called PDE-based modeling. One of the main reason to use this principal is that the mod-
eled physical scale of the kinetic equation and the numerical scale of a mesh size and time step may be different significantly.
A direct discretization according to the PDE, such as using the upwinding method to discretize the transport term in the
Boltzmann equation, will introduce physical inconsistent. The Boltzmann equation models the spatial variation of a distri-
bution function in a mean free path scale, and the cell size can be many orders larger than the mean free path. A direct
numerical approximation, i.e., udf /0x = u(f; — fj_1)/Ax for particle velocity u > 0, has the following problems. The above dis-
cretization means that particles transport across the cell interface freely. If the mesh size is much larger than the particle
mean free path, the use of upwinding here is inappropriate, because the particles will take a lot of collisions while they trans-
port through such a long distance in the numerical mesh size scale. The PDE-based modeling is a direct modeling of the gas
evolution process in a discretized space around the cell interface. All terms in the kinetic equation, such as transport and
collision, will participate in the construction of a local solution. The behavior of this local solution will depend on the ratio
between numerical time step At and the particle collision time 7. In a highly rarefied regime with a high Knudsen number,
due to the fact At < 1, such as the case in the fully resolved shock layer, a fully non-equilibrium distribution will be main-
tained. In the limit At >> 7, a gas distribution function will converge to the Navier-Stokes solution through the Chapman-En-
skog expansion in the continuum regime. In the transition regime with the limit At ~ 7, the PDE-based modeling will go to a
distribution function which accounts for the severe fighting between transport and collision and presents a distribution
which can be hardly recovered from a purely analysis of equation because the numerical time step will involve in its evo-
lution. In short, the UGKS is a direct gas evolution modeling in the discretized space, which is not a numerical PDE. Once we
use a PDE-based modeling methodology, we are not precisely solving any PDE, but simulate a physical process. The Boltz-
mann-type models, such as the BGK equation and Shakhov equation, can be used in the UGKS.

The kinetic equation employed by the UGKS can be written in the following form,

o . of g —f
ath w7

(1)

where fis particle velocity distribution function which depends on velocity ii, location X and time t. For the BGK equation, g+
is the corresponding local equilibrium state which is a Maxwell distribution,

L ke2

g+ =80 = p<%> 2 67;((”7”)244”7‘/)24&2)7 (2)

where U and V are macroscopic velocities of gas, K is the degree of internal freedom and / = £-. Here p and p are density and
pressure, respectively. Only the monatomic gas in two dimensional case is considered to illustrate the scheme. So the degree
of internal freedom K is equal to 1. For the Shakhov equation, g* takes the form,

8" =g 1+ 1~ Prc-d g5 ) (5vT)|. 3

where € = ii — U is peculiar velocity, T is temperature, § is heat flux and Pr is Prandtl number. If Pr = 1, the Shakhov model
degenerates to BGK model.

The relations between macroscopic quantities with the distribution function f, such as, the density p, momentum
(pU, pV), energy pE, stress p;, and heat flux g; are

p
pU | _ = _

o 7/¢Jd_, %=123.4, (4)
pE

pij:/(ui—ui)(uj—uj)fd57 i=1,2:j=1.2, (5)
q,»:‘/%(u,-7U,-)((u7U)2+(127V)2+w2)fd57 i—1.2, (6)

where , is the component of the vector of moments

T
b= ) = (Lo a2 02 ) 7
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and d= = dudvdw is the volume element in the velocity space. Since mass, momentum, and energy are conserved during
particle collisions, f and g* satisfy the conservation constraint,

[ -fudz=0. a-1234 (8)

at any location and any time.
Taking the collision time as a local constant, there is a local analytic solution of the kinetic equation which is used for the
modeling of gas evolution around a cell interface,

t
f()?7 t-, l_i', é) = % \/0' g+ ()2;7 t/7 ﬁ-, é)e7<t7ﬂ)/rdt/ + e*t/ffo ()_é - ﬁt)l (9)

where X' = X — ii(t — t'). The merit to use the above formulation is that this solution covers two scale physical solutions: the
hydrodynamic scale behavior from the integration of the equilibrium state and the kinetic scale effect from the initial trans-
port. Physically, the part of the integration of the equilibrium state represents the pressure wave effect in the continuum
regime and the initial free transport part gives the individual particle movement effect. In the transition regime, i.e.,
t ~ 7, both wave and particle effects will contribute to the gas evolution. This is the main reason for the failure of continuum
approach for rarefied flows, where only wave effect is taken into account.

2.1. A brief introduction of unified gas kinetic scheme

The Unified Gas Kinetic Scheme based on kinetic theory is a finite volume method with discrete velocity space. Both mac-
roscopic and microscopic variables in this scheme are updated by conservation law. Even for the update of macroscopic
quantities, such as density, momentum and energy, the corresponding fluxes are based on the distribution function which
can be a highly non-equilibrium state, such as the case of near free molecule flow. In the UGKS, the whole phase space is
discretized. The physical space and velocity space are divided into control volume, i.e., &, and Q,, respectively, where i de-
notes the index of control volume in physical space and k denotes the index in velocity space. The internal freedom repre-
senting the perpendicular velocities can be considered by reduced equations [34], which are solved by the same procedure.
The main processes can be summarized below (see Fig. 1):

(1) Suppose the particle distribution function f* and the macroscopic quantities W" are known at n time step.

(2) Re-construct the distribution function and macroscopic quantities around the cell interface.

(3) Use the kinetic equation’s local solution to construct the time dependent distribution function f(t) for the whole time
step.

(4) Evaluate fluxes of both micro and macro quantities through a cell interface.

(5) Use the fluxes to update macroscopic quantities W™,

(6) Update the particle velocity distribution f**! with the inclusion of flux and collision term.

Based on kinetic theory, the flux of any quantity Q(u) in any direction fi is given in the following form,

Foii. / fQ (ii)dl, (10)
Q4
where Q; denotes the integral domain in velocity space, Q(i) is a functional dependent on the particle velocity. For example,
mass flux, momentum flux and energy flux are written as following:

T

Update Update
. . pna | . Evaluate flux at
microscopic f"*! *——  macroscopic = +— e :
Wntl cell interface

Construct initial f

‘n N are
f* and W™ are > and g% around ——» Solve the f(t)

known . .
interface

Fig. 1. Basic processes of UGKS.
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Fmass = ﬁ/ ﬁfdﬁ,
Q

F momentum = - / ﬁﬂfdﬁ

u
1
— — =2 —
Fenergy :n~/ uiu fdii.
Q

Define the flux of macroscopic quantities,

Fmass
]:macro = fmamentum . (1])

F energy

The Q, denotes the entire velocity space. The flux of a gas distribution function at velocity i, takes the integral only in that
sub-volume:

Fa, :ﬁ-/ fifdil, (12)
Jag,
where the integral is only done for that small control volume around particle velocity iiy.

The Eq. (9) is employed for the solution of the distribution function at the cell interface, which is used to construct fluxes.
The first term of Eq. (9) corresponds to the hydrodynamic scale which should be constructed from macroscopic quantities.
The last term can be directly evaluated from the initial distribution function f;, . For simplicity, the interface location is de-
noted as (0,0). The x-direction is the normal direction to a cell interface and the y-direction is along the tangential of the
interface. Suppose the initial distribution function takes the following form at a cell interface:

B ~ L) +% % x<0,
0:f0k(x): R off =
T 0)+L % x>0,

X

(13)

where nonlinear limiter is used to construct f*, f* and their corresponding partial derivatives.
For the integral term of the equilibrium state in Eq. (9), we can use a continuous distribution function to evaluate the
integral. For an equilibrium state g+ around a cell interface, it can be expanded with two slopes [35],

g (%,1,t) = g"(0,u,0) +go[(1 — Hx])a"x + H[x]a"x + by + At], (14)
where g*(0,u,0) denotes the post collision state defined in Eq. (1) and H[x] is the Heaviside function defined by
0, x<0O,
Hix] = ’ ’ 15
a=-{} 3% (15)

Here g, is a local Maxwell distribution function located at x = 0. In the post collision state g*, a*, af, b and A are related to
the derivatives of a Maxwell distribution in space and time. The dependence of a*, a®, b and A on the particle velocity can be
obtained from a Taylor expansion of a Maxwell distribution function and have the following form,

1
C:C]+C2u+C3T/+jC4(u2+7}2+W2)7 (16)
where all the coefficients a}, a5, ...,As are local constants.

As shown in Eq. (2), the g, depends on the local macroscopic values of p,, Uy, Vo and 4o, which are determined uniquely
using the compatibility condition of the BGK model. The conservation constraint at (x = 0,t = 0+) gives

Wo = [ gowd= = 3" fosb = S USGHIR - ] + (1 ~ HIf - ) (17)

where Wy = (04, poUo, PoV0, poEo)" is the conservative macroscopic flow variables located at the cell interface at time t = 0.
Then, the coefficients at, a® and b can be derived through the relation of

aR

k
oW g N a
o - / dgopdz =M%, | % | = Mat, "

x=0+,y=0,t=0 3

aj

]
ow / . N o | a o .
X = [ d'gdZ =M, | P | =Mya;, (19)
OX |y_o_y-0t=0 - 0 “ a% “p=p

as

by

ow H o | by .
- — [ bggydz =M — M b, 2
ay x=0,y=0,t=0 / gow W b3 ap”h ( )

by
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where the matrix Mgﬁ = [ 8oV, pd=. Using W, and the macroscopic quantities at adjacent cells, the derivatives of macro-
scopic quantities can be obtained by conventional scheme. In order to evaluate coefficient A, we apply the Euler equation
Jo,((8), + Ui - (80))dli = 0, which govern the equilibrium state, and get

Moy =~ [ u@Hu) + a*(1 ~ Hiu))golvdz. (21)

With all these coefficients, the hydrodynamic part of the flux is determined in an analytical form. The value of this flux at any
point in velocity space can be calculated using the formulation (14) and the flux definition in Eq. (10). Up to this point, the
kinetic and hydrodynamic parts of the flux have been constructed.

Based on the physical conservation law, the evolution of macroscopic conservative variables can be obtained. Owing to
the conservation in particle collision process, in a discretized space the evolution of macroscopic conservative quantities pre-
cisely satisfies,

tn+1

wr = W”+— / ZAS Fmacrodr, (22)

where Vy, is the volume of Q;, in physical space, AS, is the area of interface and m is index of surfaces of .
The update of the distribution function is a little bit complicated. Owing to the collision term and with the update of con-
servative variables, the conservation law for the distribution function becomes

ni +(n+1) 1 +(n)
n+l _ fn 1 " ASmFi At &i, _fé:r &i, _f’;k
i, i, V_ i Z m i, + = ntl + T ’

where trapezoidal rule has been used for the time integration of collision term. Solving the above equation, the f™1 is deter-
mined explicitly in the next time level. More detailed formulation can be found in [26,28].

(23)

2.2. Moving mesh method in UGKS

The main issue related to the moving mesh method in a physical space is to construct a flux on a moving mesh interface.
In the gas kinetic scheme for the continuum flow simulation [36], the traditional procedure is to evaluate the flux in a ref-
erence frame fixed on the moving interface, then transform the flux back into a rest reference frame. This kind of scheme
includes transformation between two coordinates, which changes the reference frame twice. Following this method, every
individual point in velocity space must be transformed four times and the scheme will become complicated.

Indeed, the flux in a rest reference frame can be evaluated directly. Suppose reference frame is a rest frame, and an inter-
face is moving with velocity Ug. The flux across the interface can be written as below:

F- / Up)fQ i) dii @4
Comparing with the Eq. (10), it is the relative velocity between the particle and interface that determine particle transport

across a cell interface. If Ug = 0, these two formulas are identical. The fluxes for macroscopic quantities and distribution
function are given as following,

Finass = i /(ﬂf Ug)fdﬁ7
JQ

Fomomentum = T - / (i — U, )iifdi
Q

—_

_ 7. _ - 2
Fenergy = Ti /Q( ) i fdii,
(il — Up)fdi. (25)

Uy

Fo =Ti-

S

The local analytical solution of Eq. (1) on a moving interface is
t
fR 61,8 = % / gt U, &)e Tl 4 e o (R — (1 — Up)t), (26)
0

where X' =X — (ii — Ug)(t —t'). It's very similar to the solution (9). The initial distribution function f, is the same as the Eq.
(13) at cell interface. With this f, the kinetic part of flux can be evaluated.

For hydrodynamic part of the flux, the W, is required. Consider fo(X — (ii — Ug)t) at x = 0, t = 0+, the macroscopic quan-
tities can be determined by conservation constraint,

Wo = / oWdZ =3 fortr = 3" (b Hlit - (i — Up)] + (1 — HIft - (T — Ug))) v (27)
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Then all the coefficients in Eq. (14) can be determined. But these coefficients, as described in previous subsection, are defined
in a local coordinate. If we want to implement the flux in global coordinate, a transformation is needed.

In the following part, two coordinates are adopted. the local coordiante follow the interface, moving with Gg. At an in-
stant, the local coordinate is denoted by (x,y’) and is considered as a static coordinate. The x’ is a direction normal to the
interface. The other coordinate is the global coordinate (x,y). Define the transformation matrix P from global coordinate
to local coordinate, which satisfies,

(€x,€)P = (€x,€y). (28)

where € denotes the unit base vector in the corresponding coordinate. Owing to the orthogonal coordinates used in this
scheme, the form of P depends on a single parameter, the intersection angle & between the two coordinates, namely,

P (cosoc., —sinoc>. (29)

sino, cosa

Then, the transformation of location and velocity is,

(x.y) = (x.,y)P! (30)
u,v) =, v)P" (31)

Note that the (x,y’) and (v, 2) are still in the global reference of frame, but with local coordinate system with different ori-
entation relative to global coordinate system for the definition of (x,y) and (u, v).
Given the equilibrium state,

g(x,y,t) =go(1+dx +b'y +A't) in local coordinate (x',y’) (32)
and

g(x,y,t) = go(1 +ax + by + At) in global coordinate (x,y). (33)

This formula can be expressed in matrix form,

gy =g0[1+ e () + (7 ) (5) 50+ 2w ()
+t(A; + (AZ,A3)<Z> +%(u2 b2 +w2)A4)] (34)

Substitute the transformations (30), (31) into the above formula, then, derive the transformations for these coefficients
a4 a
=P( , ), 35
Ay aﬁl
=P 7, 36
(5) <b4> (36)

a;, as a,, da 5

(b b3>:”<b2; bi)”]’ G7)
A1=A’1, (38)
A=A, (39)
(A2, As)=(Ay, Ay)P (40)

With the above transformation, the hydrodynamic part of the flux f; can be evaluated in a global coordinate directly.
To implement the conservation law, the same method as used in standard UGKS is adopted to evaluate the collision term
and update the new quantities for next time step (see Egs. (22) and (23)).

2.3. Adaptive velocity space in UGKS

The moving mesh method presented in last subsection improves the applicability of the UGKS. However, in order to in-
crease the efficiency of the UGKS, an adaptive velocity space must be adopted. For Vlasov equation, Lagrangian adaptive and
quadtree adaptive methods have been implemented in phase space in [30,31]. In the adaptive process, for the Boltzmann
equation without external force, the conservation law must be carefully maintained, especially in the process of redistrib-
uting the particles in the velocity space. For the UGKS, the update of conservative macroscopic quantities also effect the dis-
tribution function through the collision term. Indeed, Ref. [32] only concentrates on evaluation of the collision term in quad/
octree adaptive velocity space, without touching the transport part.
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Considering the complexity of distribution function for high Knudsen number, quadtree mesh in velocity space is imple-
mented in this study. Since the collision term of the modeling equation is much simpler than the Boltzmann equation, we
will focus on solving convection part of the equation.

Fig. 2 illustrates the configuration of full quadtree structure and quadtree mesh. The leaf node in quadtree structure cor-
responds to the cell in quadtree mesh. The depth of a node k is Dy, which denotes the length of the path from the root to this
node. And the subtree height is presented by Hy, which denotes the length of the path from the root of subtree to the deepest
node in the subtree. In Fig. 2, the vertical line between the two quadtree presents the interface in physical space. Since the
quadtrees are different at different location, the forest of several quadtrees should be always considered in new scheme. We
define the counterpart subtree whose root shares the same path from the root of each quadtree to the root of subtree in the
forest. In this study, the distribution function is defined at leaf node, i.e., the cell center in velocity mesh. Under this defini-
tion, the distribution function can be regarded as the average particle number density in the cell, or, the particle density at
cell center. Moreover, all particles in the cell k are with the same average velocity . As shown in Fig. 2, the particles on the
left travel to the right. These particles with four different velocities, ti;, iy, i3, Uk, must be presented on their counterpart
of right quadtree mesh which has only one velocity here. This means that four kinds of particles will merge into one kind of
particles. It is easy to notice that this kind of merging process, or its inverse splitting process, will violate the conservation
law. This kind error should be controlled through error estimation.(i) Error estimation.

In this part, the error induced by emerging and diminishing of particles will be estimated through the analysis in one
dimension. Suppose particles on the left, which correspond to velocity distribution function fy(up) on level Dy, travel to
the right adjacent cell and split into two kinds of particles with velocity distribution functions f. (u,) and f (u_) on level
Do + 1. The cell size in velocity space of level Dy is 2Au. With the definition Af = f, — f_, to keep the mass conservation re-
quires f, = fo + 1Af and f_ = fo — 3 Af. The difference between two fluxes affecting both sides can be written in a uniform
form,

AfAuC + AuP(Au), (41)

where P denote polynomials of Au and C denotes a constant. The leading order is O(Au) related to Af. Since the flux for mac-
roscopic variable is the summation of the flux in velocity space, the error of macroscopic flux depends on the cell size Au and
the variation f on level Do + 1. As implied by Eq. (41), there are two means to reduce the error, i.e., keeping the velocity mesh
on the same level or refining velocity mesh.

(ii) Singularity of gas distribution function in highly rarefied case.

Theoretically, the use of the same grid and refining the mesh size can reduce the error induced in the splitting and merg-
ing process. However, the steep slope of the particle distribution function makes the later method impratical. Suppose that a
distribution function is continuous, then Af = Au%-ﬁ- O((Au)?). Considering the 1D collisionless Boltzmann equation, the
analytical solution is,

f(x,u,t) :fO(X_ut'/u)v (42)

Quadtree structure

root

| e
Exchange data

cell interface in physical space

Quadtree mesh

vertex

center
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Fig. 2. Illustration of quadtree data structure.
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where the f is initial distribution. Take partial derivative of f for variable u,

Y _%_Jo 43)

ou ou ox
The expression of % indicates that partial derivative will diverge when time goes to infinity unless fis homogeneous function
in physical space. Due to the free transport mechanism of the collisionless Boltzmann equation, this phenomenon for creat-
ing large gradient of of /0u is understandable. In other words, it is a distinguished feature of free molecule flow that particles
travel with their own velocities individually and there is no connection between these particles even the velocities of these
particles are very close. The Au % ~ Af can not decrease to zero while the Au go to zero in collisionless flow. The correspond-
ing distribution function might be described by a generalized function. Fortunately, the collision term can eliminate this sin-
gularity and keep the distribution function regular in real gas system.

However, as the Knudsen number increases, the molecular collision becomes weak, the singular effect in the distribution
function arises gradually. It leads to the failure of the method even with velocity mesh refining, i.e., the Af might get so large
thatitrequires very small cell size in velocity space to control the error under a certain level. It is impractical to reduce the error
through constantly refining of a uniform velocity mesh. And, furthermore, like things happen on staggerd mesh, the error will
accumulate while the particles travel on different velocity meshes. Therefore, the counterparts of quadtrees at different loca-
tions must keep in the same level unless there are few particles (small velocity distribution function) in this velocity element.

As a consequence, constraints must be adopted while refining velocity mesh. Obviously, to develop a global and general
quadtree mesh method is preferred, but may get too cumbersome. Here we propose several constraints for the local mesh
refinement in velocity space. The criterion of splitting and merging process will be chosen according to the parameters defined

by M; = f;, (Auw)?/p and M, = 3 (i — U)zfgk(Auk)z/(E - %pfﬂ), namely, the percentage of particles within velocity element
Q, and the corresponding contribution to the thermal energy. They are defined at leaf-nodes or parent-nodes of leaves.

(a) The difference between depth of the counterpart subtrees is less than 2 at adjacent locations.
(b) When M; and M, are larger than a certain value, say, C,, the adjacent counterpart subtrees keep in the same height.

A possible route for mesh refinement in velocity space is given as following.

(0) The initial quadtrees of velocity space at all locations are identical and satisfy the constraints, (a) and (b), then the par-
ticle distrition function changes.

(1) Traverse all the leaf-nodes and the parent-nodes of leaves of the current quadtree.

(2) If M; or M, of the leaf-node is larger than threshold C; and the height of counterpart subtree of every adjacent location
is not less than 0, the leaf-node splits. (If no subtree in a quadtree can follow a given path, set a minus heihgt to the
depth of subtree.)

(3) If the height of counterpart subtree of any adjacent location is bigger than 0 and M; or M, of the leaf-node or the root
of the counterpart subtree is bigger than the threshold C,, the leaf-node splits.

(4) If the height of counterpart subtree of any adjacent location is bigger than 1, the leaf-node splits.

(5) If M; and M, are small enough for parent-node, say, smaller than a threshold C; and the height of counterpart subtree
of every adjacent location is not more than 1, the parent-node merges.

(6) If any of (2 ~ 5) are satisfied during the traversing, repeat from (1).

By following these rules, the constraints (a) and (b) are satisfied. Actually, the particle distrition function changes much
slowly than the velocity mesh during the caculation. According to our numerical experience, traversing the quadtree once
in each time step is sufficient for the adaption. As analyzed before, the error due to the splitting and merging process can
be restrained on a small level as long as the C, takes an appropriate value. Meanwhile the rules (2) and (5) make the mesh
tracking the particles in velocity space.

2.4. Boundary condition

(i) Solid boundary.

There are two kinds of solid boundary, i.e., the specular reflection and diffusive reflection. For specular reflection, the
velocities of the particles reflected by solid boundary do not always fall on the grid in velocity space except some special
cases. Hence, this will involve interpolation of distribution function on the velocity grid. The easiest specular reflection
boundary case is that the solid boundary are parallel to the axis of the coordinate and the velocity grid are symmetric about
the origin. For diffusive reflection, a general case is considered. Without loss of generality, assume that the gas is on the left of
the boundary and the solid wall is on the right. The distribution function of gas is f*, and the distribution function of the
particles emitted from the solid wall can be presented by a Maxwell distribution function,

K+2
W\ 2
gv = pW (An ) e (W-U 2 (0-VW)2w?) (44)
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The 2% and UV are given as the boundary condition. Then no penetration condition is used to determine o%, ie.,

i / (@i — OW)\fidii = 7i - / (@i — OW)g¥dii. (45)
ii.(i—UW) >0 iii(i—UW)<0

(ii) Inlet and outlet boundary.

As the flow regime varies in a wide range, the inlet and outlet boundary should also cover a wide range of flow regime.
The flow can be categorized into two kinds of flows by the Mach number, supersonic flow and subsonic flow. Under these
categories, Riemann invariants can be used to construct the quantities on the boundary. However, when the Knudsen
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number becomes large, the Euler and Navier-stokes equations are invalid. As a result, the boundary condition based on Rie-
mann invariants is inaccurate for rarefied flow. Therefore, we propose a semiempirical boundary condition to present the
rarefied effect. A global Knudsen number is used to construct a weight function o = e~'/%", The uniform incoming flow
are presented by W, and the macroscopic quantities constructed by Riemann invariants are denoted by Wr. Then the mac-
roscopic quantities on the boundary is constructed as,

Wy = oW, + (1 — o)Wk (46)

In the two limiting cases of free molecular and continuum flow, the above boundary condition is consistent with traditional
approach. Meanwhile, the above formulation provides a smooth transition connecting the limiting cases, and works very
well.

3. Numerical validation
1 D and 2 D test cases are used to validate the new scheme. All the results are calculated using the same program.
3.1. Shock structure
The shock structure is typically a non-equilibrium flow structure. Capturing this structure is a basic requirement for any

flow solver for rarefied flows. To examine new scheme, a Mach 8 moving argon shock structure is computed by AUGKS, and
its result is compared with the DSMC solution [37]. Fig. 3 shows the shock structures for viscosity coefficient u ~ T*®®, where
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Fig. 7. The density field for shock driven ellipse.

the x-coordinate is normalized by /7tlp/2 and I, is the mean free path of the gas molecules at the upstream condition. For
this Mach 8 case, the shock thickness and the separation distance between the density and temperature profiles by AUGKS
compare well with those of early DSMC solution.

3.2. Flow past vertical plate

A vertical plate is placed in a uniform flow. The vortices behind the plate vary as a function of Knudsen number. Owing to
the simple geometry and boundary conditions, Bird [3] has used this case to illustrate the rarefied effect. The incoming flow
has a speed of U = 172m/s. The stream temperature is 300 K, and the corresponding Mach number is about 0.53. The vertical
plate is located at x = Om and the boundary condition is assumed to be sepcular reflection. A symmetric boundary which is
equivalent to sepcular reflection is imposed at y = Om. The semi-height of plate h is 1, the inlet boundary is at x = —4/3m, the
outlet boundary is at x = 2m, and the upper boundary is at y = 2m. As defined by Bird [3], these boundaries use the ’stream’
boundary condition, such that the outgoing molecules are discarded, and the incoming molecules are the undisturbed initial
stream at these boundaries. The flow structures are shown in Fig. 4. The profile of the U velocity along the center of vortex
are shown in Fig. 5 for different Knudsen numbers. As the Knudsen number decreases, the vortex becomes stronger and the
length of the wake increases. Our results are very similar to Bird’s, and there are no oscillation in velocity plot. However, we
must emphasize that the results are derived under specific computational domain and boundary conditions. As discussed by
Bird, the wake length would be much longer than current results when the computational domain is enlarged.

3.3. Drag coefficient of cylinder in the whole transition flow regime

The drag coefficients of a cylinder are calculated by AUGKS for a wide range Knudsen numbers. The results are compared
with the experimental data [38]. Monatomic gas is chosen as the medium with Prandtl number Pr = 2/3, ratio of specific
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Fig. 9. The velocity distribution function inside the shock for Kn = 0.1.

heats y = 5/3. The Mach number of incoming flow is 1.96. And the range of Knudsen numbers is from 0.001 to 100. The
diameter of cylinder is denoted by D, and the diameter of whole computational domain is 11D. The inlet and outlet boundary
defined in last subsection is applied in this case. And the wall boundary condition is diffusive reflection. The mesh used in
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physical space is 100 x 60. The initial quadtree mesh is 16 x 16, which are controlled by C; =0.04, C; =1 x 10 and
C3 =1 x 1077. The wall temperature T,, is updated dynamically through the heat transfer from the flow (denoted by Q). Spe-
cifically, given the thermal capacity of the cylinder C, the temperature change is

s _Q

a C’

where Q is obtained by the AUGKS, and C is a given appropriate value by numerical experiments. Actually, the value of C only
determines how fast the T,, goes to a steady state, but doesn’t affect the final result. The final T,, is determined only by the

heat flux Q computed by AUGKS, which will go to zero when the temperature of the cylinder rises. Fig. 6 shows the numerical
result and the experimental data.

(47)

4. Numerical experiments with AUGKS

In this section, we are going to apply the AUGKS method to two challenge rarefied flow problems. The first one is a freely
moving ellipse inside a hypersonic flow of different Knudsen numbers. This case is a common issue encountered in astronau-
tical application. The particle distribution function changes dramatically from the upstream to the downstream. The simu-
lation will be done with the moving physical mesh and adaptive velocity space. For different Knudsen numbers, the force and
torque on the ellipse will be calculated to determine the flight trajectory of the ellipse. During the transport process, the dis-
tribution function shows singularity behavior. The second case is about the exhausting flow from a nozzle and the nozzle’s
movement. Owing to the huge density difference between the exterior and interior regions around the nozzle, the flow cov-
ers from the continuum to the transition regimes. For this simulation the use of the UGKS with a uniform mesh in velocity
space will be extremely expensive, because the very low temperature induced through the rapid expansion will confine the
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Fig. 11. The velocity distribution function near the wall boundary for Kn = 1.

particle distribution function mainly in a narrow area in velocity space. These two problems are considered in 2 dimension.
And the length in the third dimension is regarded as 1m. The new inlet and outlet boundary defined in Section 2.4 is applied
in these two cases. And the wall boundary condition is diffusive reflection.

4.1. Moving ellipse inside a hypersonic rarefied flow

A freely moving ellipse rests initially in a flow with velocity of 1538.73m/s, temperature of 273K, and dynamic viscosity
0f 2.117 x 10~> m?/s. The center of ellipse locates at (0, 0) and the angle of attack of the ellipse is — 45° when the calculation
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Fig. 12. The traces of ellipse center in Ma = 5 hypersonic flow.

starts. The incoming flow has a Mach number 5. Three cases with different upstream densities, i.e., 8.582x
1073 kg/m3,8.582 x 107> kg/m>, and 8.582 x 107® kg/m3, are calculated. The corresponding Knudsen numbers are 0.001,
0.1, 1, respectively. The long axis of the ellipse is 0.02 m and the short axis is 0.01 m. In order to get visible displacement
during simulation, the density of ellipse is relatively small, say, 1 kg/m3. The force and torque on the ellipse are calculated
during the flight, which determine the ellipse’s flight trajectory and its rotation.

Figs. 7 and 8 show the density and temperature field at t = 1.28 x 107> 5. At Kn = 0.001 case, similar to shock capturing
scheme for continuum flow, the AUGKS presents a sharp shock front. The gas distribution functions are very close to Maxwell
distribution in the whole computational domain expect at the shock front and close to the boundary. As the Knudsen number
increases, the shock thickness gets broaden and the shock structure becomes resolved. For example, at Kn = 0.1, the shock
thickness is comparable with the size of the ellipse. The distribution functions inside the shock becomes non-equilibrium
states, which are shown in Fig. 9. At Kn = 1, the dissipative shock layer extends almost to the whole upstream region. As
suggested by the Mott-Smith approximation [39], a bimodal type distribution function shows up in the shock region, see
Fig. 10. Even close to the inlet boundary, this bimodal still exists in Fig. 10(c).

Examining the distribution function near the wall, the computation shows that the distribution function on the upwind
side has a bimodal type (see Fig. 11(b, c)), and the distribution function on the downwind side is of a banded structure (see
Fig. 11(a, d)). The bimodal distribution function on the upwind side suggests two sources of particles, one is from the up-
stream and the other is reflected from the wall. But, for the banded distribution function the interpretation is not so straight-
forward. Theoretically, there are three possible particle sources composing of the banded distribution function, namely, the
free transport, wall reflection, and scattering due to the molecular collision. Based on the highly non-equilibrium shape of
the distribution function, the collision effect will not play important role and can be excluded. If the wall reflection part con-
tributes mostly, there should be a peak around zero velocity, which is similar to the cases shown in Fig. 11(b, c). Moreover,
the distribution band is almost along a +£45° line which is the tangential direction of the corresponding wall boundary. Con-
sidering all these facts, we suggest that the banded distribution function is mainly formed from the free transport along the
tangent line of the boundary. Indeed, for high Mach number and high Knudsen number flows, the backward moving particles
are extremely rare. So, the most particles which can arrive at the downwind side are moving along the line which has the
smallest intersection angle with the main stream direction. Examining the banded distribution function carefully, a small
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Fig. 13. The force in x direction of shock driven ellipse.

twist can be observed around zero velocity in Fig. 11(a, d). The twisted part of distribution function corresponds to the veloc-
ity normal to the main direction of the banded distribution, namely, normal to the boundary. It suggests that these particles
are coming from the wall. As a result, this small twist could be interpreted by the wall reflection.

Figs. 12-14 show the traces of the ellipse center, the forces in x direction and torques in different cases. The force applied
on the ellipse decreases as the Knudsen number increases. This phenomenon attributes to the decrease of gas density. The
Mach number M, flow rarefaction Kn, and the density ratio of the ellipse over the surrounding gas determines the rich
dynamics of the ellipse movement.

4.2. Expansion flow from a nozzle

The nozzle is designed to have a rectangle shape with a round head. Fig. 15 gives the nozzle’s configuration and the initial
position and attitude. The mass of the nozzle is 1.57 x 1072 kg. Both the dense gas inside the nozzle and the dilute gas out-
side the nozzle are stationary initially. The temperature is 273 K for all gas and solid walls. Density inside the nozzle is
P = 8.582 x 107% kg/m3, and p,,, = 8.582 x 107® kg/m> outside, with viscosity coefficient 2.117 x 107> m?/s. The Knudsen
number of the external gas is 0.05, based on the diameter of head. The whole expansion consists of three stages. Initially, the
gas exhausting from the nozzle. In this stage, the gas behaves as a free expansion. Since the external gas is so dilute, the
dense gas expansion meets almost no resistance from environment gas. The stream lines become radial, see Fig. 16. Associ-
ated with the intensive expansion, the temperature of gas drops quickly to almost 10 K. The distribution function becomes a
narrow-kernel shape in the velocity space. After free expansion, a jet appears behind the nozzle. Owing to the reduced den-
sity difference outside, the follow-up gas out of the nozzle is confined in a narrow region. Fig. 17 shows the flow field. At the
same time, due to the re-action force from the expansion, the nozzle gets accelerated and then moves by its own inertia.
Eventually, the expansion stage terminates. Fig. 18 shows that the pressure inside the nozzle is lower than the surroundings.
The streamline around the nozzle presents a typical characteristic flow at low speed. Because the environment density is
very low, the deceleration is very weak. This stage will sustain a long time until the nozzle gets stopped.

Fig. 19 shows the quadtree mesh and contour of particle distribution function at the middle of the right outlet during the
expansion stage. At first the distribution function keeps a Maxwell distribution (Fig. 19(a)). Then the fast particles arrive, and
distort the distribution function a little bit (Fig. 19(b)). The corresponding macroscopic picture shows that a shock wave
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sweeps this location. The followed expansion makes the temperature drop significantly to a very low value. As shown in
Fig. 19(c), the kernel of distribution function becomes much more concentrated than the initial one.

Fig. 20 presents a series of moving velocity of the nozzle and absolute x-direct force on it. In the plot of absolute force
magnitude, the circles present the thrust (negative force) and the squares give the drag (positive force). The max velocity
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of nozzle is about 37.3 m/s moving toward to the left. The force in the x direction indicates that the acceleration process lasts
a very short period. After accelerating process, the deceleration takes effect. The simulation of the decelerating flight process
becomes simpler than the early stage. Theoretically, a conventional CFD method with slip boundary condition may be suf-
ficient for the later stage.

For the AUGKS, the mesh is concentrated in the area where particles accumulate, as shown in this section. For the shock
driven ellipse, the AUGKS is about four times faster than the UGKS when a uniform mesh in the velocity space is used. The
UGKS requires 64 x 64 velocity elements to achieve the same accuracy, where the AUGKS only uses 760 velocity elements.
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Fig. 19. The typical distribution function at the middle of the right outlet.
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Fig. 20. The time series of the velocity and absolute force in x direction of nozzle.

The additional storage and load for quadtree structure are less than 20%. For the nozzle case, the extreme low temperature
limits the finest mesh size in the velocity space. According to velocity mesh in Fig. 19, for the same accuracy a uniform mesh
with 256 x 256 grid points is necessary. This number is much larger than 1300 velocity elements used in the AUGKS calcu-
lation. In this paper, the route of mesh refinement may not be an optimized one. As shown in this section, the mesh does not
follow the density of particles precisely, and the mesh depends on the refining history. This kind of optimization problem can
be partially solved by a global monitor function for the mesh adaptation, which is a research topic for the future.
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5. Conclusion

The UGKS is a PDE-based modeling scheme. The success is mainly due to the use of the integral solution (9), which covers
both hydrodynamic and kinetic scale flow physics. Meanwhile, the conservation law is implemented in the updates of both
macroscopic and microscopic flow variables. Since the UGKS is not targeting to solve any specific kinetic equation, the role of
the equation is used to construct a physical processes for the flow evolution around a cell interface. The physics recovered
locally through the modeling is of significance to represent a physical reality in different scales. For a sophisticated particle
collision, the gain term g+ can be further modified. Different from other kinetic solvers, through this local integral solution,
the UGKS couples the particle collision and transport. This coupling not only enlarges the time step, but also simplifies the
collision term. Following this philosophy, the boundary condition which depends on the Knudsen number is also proposed.
Moreover, the UGKS, similar to other Boltzmann-type solvers, is free of statistical fluctuation.

The adaptive UGKS is proposed in this paper through the introduction of moving mesh and adaptive quadtree velocity
space into the scheme. Moving mesh technique enables the UGKS to simulate a moving solid-gas interaction. The adaptive
quadtree velocity space improves the efficiency of the UGKS. Several constraints have been proposed to reduce the numerical
error due to particle switching among different velocity levels. Two challenge test cases have been presented, which dem-
onstrate the capabilities of AUGKS for high speed rarefied flow computations.

As claimed by Bird [3], the bottle-neck for a direct Boltzmann solver in aerospace application is the discretization of a
large particle velocity space and the calculation of the complicated particle collision term. The use of adaptive mesh in
the velocity space partially releases the burden imposed on the Boltzmann solver. The use of kinetic model eliminates the
excessive computational cost for the evaluation of the exact Boltzmann collision term. Even with the simplified collision
model, the numerical tests presented in this paper and these in all previous publications clearly demonstrate that the UGKS
is an accurate flow solver in all Knudsen number flow regimes. So far, we have not encountered a single case which could fail
the UGKS. The advantage of the UGKS is even more obvious in the low speed micoflow computations due to its absence of
statistical scattering and its smooth transition between rarefied and hydrodynamic flow regimes.
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