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ABSTRACT

A unified framework for particulate two-phase flow is presented with a wide range of solid particle concentration from dilute to dense limit.
The two-phase flow is simulated by two coupled flow solvers, that is, the gas-kinetic scheme (GKS) for the gas phase and unified gas-kinetic
wave–particle method (UGKWP) for the solid particle phase. The GKS is a second-order Navier–Stokes flow solver. The UGKWP is a multi-
scale method for all flow regimes. The wave and particle decomposition in UGKWP depends on the cell’s Knudsen number (Kn). At a
small Kn number, the highly concentrated solid particle phase will be modeled by the Eulerian hydrodynamic wave due to the intensive
particle–particle collisions. At a large Kn number, the dilute solid particle will be followed by the Lagrangian particle to capture the non-
equilibrium transport. In the transition regime, a smooth transition between the above limits is obtained according to the local Kn number.
The distribution of solid particles in UGKWP is composed of analytical function and discrete particle, and both condensed and dilute phases
can be automatically captured in the most efficient way. In the current scheme, the two-phase model improves the previous one in many
aspects, such as drag force model, the frictional pressure formulation, and flux limiting model. The scheme is tested in many typical gas–par-
ticle two-phase problems, including the interaction of shock wave with solid particle layer, horizontal pneumatic conveying, bubble forma-
tion, and particle cluster phenomena in the fluidized bed. The results validate the GKS-UGKWP for the simulation of gas–particle flow.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0081105

I. INTRODUCTION

Gas–particle two-phase flow is very common in nature, for
example, sand storms, volcano eruption, and in many engineering
industries, such as the petroleum industry, chemical industry, and
energy industry. Numerical simulation is a powerful tool to study the
gas– particle two-phase flow, and many numerical methods have been
developed to accurately and efficiently capture the complex physics of
gas–particle flow.11,17,59,61,63,76

In general, two approaches, the Eulerian–Eulerian (EE) approach
and the Eulerian–Lagrangian (EL) approach, are widely employed,
and the difference of this classification is based on the treatment of
particle phase. In the EE approach, the particle phase is assumed as a
continuum media, and hydrodynamic equations are employed for the
evolution of particle flow.22,47,49,50 EE approach is also called two-fluid
model (TFM). One representative EE approach is kinetic theory-based

granular flow (KTGF), which is based on the similarity in the model-
ing of solid particle and the molecule in gas.15,34 In the EL approach,
all individual solid particles or particle parcels are tracked according to
Newton’s law of motion in the simulation.19,52 Some typical EL
approaches are discrete element method (DEM),12,19,60 coarse-grained
particle method (CGPM),35,48,74 multiphase particle-in-cell (MP-
PIC),1,40,41 etc. In terms of the consideration of flow physics, the choice
of EE or EL depends on the local Knudsen (Kn) number of particle
flow. Similar to gas, the Kn number of disperse phase can be defined
as the ratio of mean free path (MFP) of solid particles over characteris-
tic length scale.37 When the Kn number is very small with sufficient
inter-particle collisions, the solid particle phase can be assumed as a
continuum medium, and the EE approach can be appropriately used
for the gas–particle system. On the contrary, when the Kn number is
large, individual particle transport becomes important and the solid
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phase stays in a non-equilibrium state. As such, the EL approach is a
preferred choice. The disadvantage of EL approach is the high compu-
tational cost due to the particle trajectory tracking for all individual
particles or parcels, especially in the dense solid particle flow.61

Theoretically, EL approach can be used when Kn number is small as
long as the computation cost is affordable. For the EE approach, it will
difficult to give an accurate prediction when Kn number of particle
phase is large, because EE approach cannot capture non-equilibrium
physics of solid particles, such as particle trajectory crossing (PTC)
phenomenon.2,37 Based on the features of EE and EL approach, many
studies focus on the hybrid method, coupling Eulerian, and
Lagrangian approach together for solid particle phase, to maintain
both the accuracy and computation efficiency.8,42,44,73 In the hybrid
method, it is a challenge to define an accurate and reliable criterion for
the smooth transition between the Eulerian and Lagrangian
approaches for disperse phase. In addition, some other methods are
proposed and used for the gas–particle flow, such as direct numerical
simulation (DNS),27,33 unified gas kinetic scheme (UGKS),29,69 unified
gas kinetic particle method (UGKP),64 discrete unified gas kinetic
scheme (DUGKS),57 method of moment (MOM),14,37 direct simula-
tion Monte Carlo (DSMC),4 material point method (MPM),3 smooth
particle hydrodynamics (SPH),13 hybrid coarse-grain DEM and
resolved DEM,45 and hybrid finite-volume-particle method10.

In recent years, unified gas-kinetic scheme (UGKS) has been
developed for rarefied and continuum flow simulation.67,69 Based on
the direct modeling on the cell’s Knudsen number, that is, Knc
¼ s=Dt with particle collision time s over numerical time step Dt,
UGKS recovers multiscale transport in flow regimes through a smooth
connecting between ð1� e�1=KncÞ weighted equilibrium flow evolu-
tion and the rest e�1=Knc particle free transport, and the NS solution is
automatically obtained at small Knc. After the success of the UGKS for
the gas flow, the method has been further extended to other multiscale
transports, such as radiative heat transfer, neutron transport, plasma,
and particulate flow.29,30,55,56 A particle-based UGKS, which is named
unified gas-kinetic particle (UGKP) method, was developed subse-
quently using stochastic particles to follow the evolution of gas distri-
bution function.32,77 In UGKP, the sampled particles can be divided
into two categories: collisionless (free transport) particle and collisional
particle within each time step. The collisional particles will be elimi-
nated in the evolution and get re-sampled from the equilibrium state
at the beginning of the next time step. As a result, only the collisionless
particles are fully tracked in the whole time step in UGKP.
Furthermore, it is realized that a proportion of ð1� e�1=KncÞ re-
sampled particles from the equilibrium state at the beginning of next
time step in UGKP will get collision and be eliminated again within
the next time step. Actually, the contribution from these re-sampled
collisional particles to flux function in the finite volume UGKP can be
evaluated analytically. As a result, the collisional particles do not need
to be re-sampled at all and can be followed analytically through a wave
representation in the upgraded unified gas-kinetic wave–particle
(UGKWP) method.9,32,70,77 In UGKWP, wave and particle are coupled
together in the evolution, and only free transport particles are basically
tracked to capture the non-equilibrium flow physics. Therefore,
UGKWP becomes a hydrodynamic flow solver in the continuum flow
regime due to the absence of particles and goes to a particle method in
the highly rarefied regime. UGKWP can present an optimized
approach to capture multiscale transport efficiently using the

combination of wave and particle. In the continuum flow regime,
UGKWP will automatically get back to the gas-kinetic scheme (GKS),
which is a kinetic theory-based Navier–Stokes solver.7,24,65,66,71,75 In
addition to gas flow, UGKWP has also been used in the study of radia-
tive transfer, plasma, and two phase flow.28,31,68,72 The special wave
and particle decomposition in UGKWP make it suitable for the simu-
lation of both dense (wave) and dilute solid particle (particle) phase
easily.

For the particulate two-phase flow, the gas phase will be followed
by the GKS and solid particle phase by the UGKWP, and final scheme
is called GKS-UGKWP for convenience. For the dilute monodisperse
particulate flow, a previous GKS-UGKWP has been developed.72

Based on the UGKWP for the solid particle phase, the sampled par-
ticles depends on the local particle’s cell’s Knudsen number. When
Knc is extremely small for dense particle distribution, no particle will
be sampled in UGKWP and UGKWP reduces to the hydrodynamic
flow solver. As a result, the GKS-UGKWP automatically becomes an
EE approach. When Kn number is extremely large, only particle evolu-
tion in UGKWP will be tracked and the corresponding GKS-UGKWP
becomes an EL approach. For the intermediate Knc number, both EE
and EL formulation will be coupled in each cell according to Knc in
the evolution of the particulate flow. In this paper, more realistic
model will be implemented in GKS-UGKWP for the two-phase flow
simulation.

Based on solid volume fraction �s, the particulate flow is usually
divided into dilute flow with �s � ��s and dense flow �s > ��s , and one
of the choices of ��s is 0.001.62 However, the solid volume fraction is
not necessarily a reliable parameter showing the importance of
particle–particle collision, but the Knudsen number is a suitable
indicator.37 In general, the inter-particle collision is (much possibly
but not necessarily) more frequent in dense flow than dilute one due
to a large number of solid particles. Therefore, the particle–particle
collision usually plays a significant role in the solid phase evolution of
dense phase, and it cannot be neglected in the numerical simulation
aiming to accurately recover the real flow physics. The influence of
inter-particle collision is considered and modeled differently in
numerical methods. For example, in MP-PIC, an inter-particle stress
term models the effect of particle–particle collision, but it can only
simulate the particulate flow with solid concentration �s < 0:05, which
cannot be very high.1 With the modification of collision term, the
improved MP-PIC can be used for dense particle flow with high con-
centration.40,41 In DEM, both soft-sphere model and hard-sphere
model can be used to calculate the influence of inter-particle
collision.12,21,59 In UGKWP, the collision effect is explicitly included in
the collision term of the kinetic equation for modeling the evolution
process from local non-equilibrium to equilibrium state.32,36 For the
numerical simulation of dense solid particle flow, a challenge is the
existence of non-conservative “nozzle term” in momentum equation
and correspondingly pDV work term in energy equation for the gas
flow, which is similar to pDV term in the quasi-one-dimensional gas
nozzle flow equation.22 If these terms were not solved correctly, un-
physical fluctuations of pressure and flow field would be generated,
especially in the flow zone with a steep interface of solid-phase concen-
tration.22,49 When the solid-phase approaches to a packing limit, the
effect of enduring particle–particle contact and friction, modeled by
the solid frictional pressure term, has to be considered.25,51,54 Also,
the introduction of frictional pressure can avoid the solid particles’
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over-assembling due to the dramatically increased value when the
solid volume fraction approaches its maximum limiting value.22,25

Particulate flow with high concentration is very common in practical
engineering problems, such as fluidized bed and pneumatic convey-
ing.16,34,38 Therefore, in this paper, the previously developed GKS-
UGKWP for dilute flow will be extended to dense gas–particle flow.
The GKS-UGKWP is further developed for gas–particle two-phase
flow with a wide range of volume fraction from very dilute flow to
dense solid particle phase.

This paper is organized as follows. Section II introduces the gov-
erning equations for particle phase and the UGKWP method. Section
III is the governing equations for gas phase and the GKS method.
Section IV introduces the numerical experiments. Section V is the
conclusion.

II. UGKWP FOR SOLID PARTICLE PHASE
A. Governing equation for particle phase

The evolution of particle phase is governed by the following
kinetic equation:

@fs
@t
þrx � ufsð Þ þ ru � afsð Þ ¼

gs � fs
ss

; (1)

where u is the particle velocity, a is the particle acceleration caused by
the external force,rx is the divergence operator with respect to space,
ru is the divergence operator with respect to velocity, ss is the relaxa-
tion time for the particle phase, fs is the distribution function of parti-
cle phase, and gs is the associated equilibrium distribution, which can
be written as

gs ¼ �sqs
ks
p

� �3
2

e�ks ðu�UsÞ2½ �;

where �s is the volume fraction of particle phase, qs is the material den-
sity of particle phase, ks is the value relevant to the granular tempera-
ture Ts with ks ¼ ms

2kBTs
; ms ¼ qs

4
3 pðds2 Þ

3 is the mass of one particle, ds
is the diameter of solid particle, and Us is the macroscopic velocity of
particle phase. The sum of kinetic and thermal energy for colliding
particle may not be conserved due to the inelastic collision between
particles. Therefore, the collision term in Eq. (1) should satisfy the fol-
lowing compatibility condition:29

1
ss

ð
gswdu ¼

1
ss

ð
fsw
0du; (2)

where w ¼ 1; u; 12u
2

� �T
and w0 ¼ 1; u; 12u

2 þ r2�1
2 ðu� UsÞ2

� �T
.

The lost energy due to inelastic collision in 3D can be written as

Qloss ¼
1� r2ð Þ3ps

2
;

where r 2 ½0; 1� is the restitution coefficient, determining the percent-
age of lost energy in inelastic collision. While r¼ 1 means no energy
loss (elastic collision), r¼ 0 refers to total loss of all internal energy of
particle phase �sqses ¼ 3

2 ps with ps ¼
�sqs
2ks

.
The particle acceleration a is determined by the external force. In

this paper, the drag force D, the buoyancy force Fb, and gravity G are
considered. D and Fb are inter-phase force, standing for the force

applied on the solid particles by gas flow. The general form of drag
force can be written as

D ¼ ms

sst
Ug � uð Þ; (3)

where Ug is the macroscopic velocity of gas phase, and sst is the parti-
cle internal response time. Many studies have been conducted on the
drag force model to give an accurate prediction for the drag under dif-
ferent solid concentrations. In this paper, the drag force model pro-
posed by Gidaspow is employed to determine sst

18

sst ¼

4
3

qsds
qg jUg � ujCd

�2:65g ; �g > 0:8;

1

150
�slg

�gqsd2s
þ 1:75

qg jUg � uj
qsds

; �g � 0:8

8>>>>>><>>>>>>:
(4)

and it can used for both dilute and dense flow. Cd is the drag coeffi-
cient, which is obtained by

Cd ¼
24
Res

1þ 0:15Re0:687s

� �
; Res � 1000;

0:44; Res > 1000;

8<: (5)

where ds is the diameter of solid particle, and lg is the dynamic viscos-
ity of gas phase. Res ¼ jUg � ujds=�g is the particle Reynolds number,
and �g ¼ lg=qg is the kinematic viscosity of gas phase. In addition,
another interactive force considered is the buoyancy force, which can
be modeled as

Fb ¼ �
ms

qs
rxpg ; (6)

where pg is the pressure of gas phase. Then, the acceleration term can
be obtained

a ¼ Dþ Fb
ms

þ G:

When the collision between solid particles is elastic with r¼ 1, in
the continuum flow regime the hydrodynamic equations becomes the
Euler equations, which can be obtained based on the Chapman–
Enskog asymptotic analysis

@ �sqsð Þ
@t

þrx � �sqsUsð Þ ¼ 0;

@ �sqsUsð Þ
@t

þrx � �sqsUsUs þ psIð Þ

¼
�sqs Ug � Usð Þ

sst
� �srxpg þ �sqsG;

@ �sqsEsð Þ
@t

þrx � �sqsEs þ psð ÞUsð Þ

¼
�sqsUs � Ug � Usð Þ

sst
� 3ps

sst
� �sUs � rxpg þ �sqsUs � G:

(7)

Note that the heat conduction between the particle and gas phase is
neglected in this paper. In summary, the evolution of particle phase is gov-
erned by Eq. (1), and the hydrodynamic equation (7) is only the asymp-
totic solution in the continuum flow limit for the solid particle phase.
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B. UGKWP method

In this subsection, the UGKWP for the evolution of solid particle
phase is introduced. In general, the kinetic equation of particle phase
Eq. (1) is split as

Ls1 :
@fs
@t
þrx � ufsð Þ ¼

gs � fs
ss

; (8)

Ls2 :
@fs
@t
þru � afsð Þ ¼ 0; (9)

and splitting operator is used to solve Eq. (1). First, we focus on Ls1
part, the particle phase kinetic equation without external force

@fs
@t
þrx � ufsð Þ ¼

gs � fs
ss

:

For brevity, the subscript s standing for the solid particle phase will be
neglected in this subsection. The integration solution of the kinetic
equation can be written as

f ðx; t;uÞ ¼ 1
s

ðt
0
gðx0; t0; uÞe�ðt�t0Þ=sdt0 þ e�t=sf0ðx � ut;uÞ; (10)

where x0 ¼ x þ uðt0 � tÞ is the trajectory of particles, f0 is the initial
gas distribution function at time t¼ 0, and g is the corresponding equi-
librium state.

In UGKWP, both macroscopic conservative variables and micro-
scopic gas distribution function need to be updated. In general, in the
finite volume framework, the cell-averaged macroscopic variables Wi

of cell i can be updated by the conservation law

Wnþ1
i ¼Wn

i �
1
Xi

X
Sij2@Xi

FijSij þ DtSi; (11)

whereWi ¼ ðqi;qiUi; qiEiÞ is the cell-averaged macroscopic variables

Wi ¼
1
Xi

ð
Xi

W xð ÞdX:

Xi is the volume of cell i, @Xi denotes the set of cell interfaces of cell i,
Sij is the area of the jth interface of cell i, and Fij denotes the macro-
scopic fluxes across the interface Sij, which can be written as

Fij ¼
ðDt

0

ð
u � nijfijðx; t; uÞwdudt; (12)

where nij is the normal unit vector of interface Sij, fijðtÞ is the time-
dependent distribution function on the interface Sij, and
w ¼ 1; u; 12 u

2
� �T . Si is the source term due to inelastic collision inside

each control volume, where the solid particle’s internal energy has not
been taken into account in the above equation.

Substituting the time-dependent distribution function Eq. (10)
into Eq. (12), the fluxes can be obtained

Fij ¼
ðDt

0

ð
u � nijfijðx; t; uÞwdudt

¼
ðDt

0

ð
u � nij

1
s

ðt
0
gðx0; t0; uÞe�ðt�t0Þ=sdt0

" #
wdudt

þ
ðDt

0

ð
u � nij e�t=sf0ðx � ut;uÞ

h i
wdudt

¼def Feqij þ Ffrij :

The procedure of obtaining the local equilibrium state g0 at the
cell interface as well as the construction of gðtÞ is the same as that in
GKS. For a second-order accuracy, the equilibrium state g around the
cell interface is written as

g x0; t0; uð Þ ¼ g0 x; uð Þ 1þ �a � u t0 � tð Þ þ �At0ð Þ;

where �a ¼ ½a1 ; a2 ; a3 �T ; ai ¼ @g
@xi
=g, i¼ 1, 2, 3, �A ¼ @g

@t =g, and g0 is

the local equilibrium on the interface. Specifically, the coefficients of
spatial derivatives ai can be obtained from the corresponding deriva-
tives of the macroscopic variables

haii ¼ @W0=@xi;

where i¼ 1, 2, 3, and h� � �imeans the moments of the Maxwellian dis-
tribution functions

h� � �i ¼
ð

w � � �ð Þgdu:

The coefficients of temporal derivative �A can be determined by the
compatibility condition

h�a � uþ �Ai ¼

0

0

�Qloss

ss

26664
37775:

where Qloss ¼ ð1�r
2Þ3ps
2 is due to particle–particle inelastic collision.

Now, all the coefficients in the equilibrium state gðx0; t0;uÞ have been
determined, and its integration becomes

f eqðx; t;uÞ ¼def 1
s

ðt
0
gðx0; t0; uÞe�ðt�t0Þ=sdt0

¼ c1g0 x;uð Þ þ c2�a � ug0 x; uð Þ þ c3Ag0 x; uð Þ ; (13)

with coefficients

c1 ¼ 1� e�t=s;

c2 ¼ t þ sð Þe�t=s � s;

c3 ¼ t � sþ se�t=s

and thereby, the integrated flux over a time step for equilibrium state
can be obtained

Feqij ¼
ðDt

0

ð
u � nijf eqij ðx; t;uÞwdudt:

In addition, the flux contribution from the particle free transport f0
is calculated by tracking the particles sampled from f0. Therefore, the
updating of the cell-averaged macroscopic variables can be written as

Wnþ1
i ¼Wn

i �
1
Xi

X
Sij2@Xi

Feqij Sij þ
wfr

i

Xi
þ DtSi; (14)

where wfr
i is the net free streaming flow of cell i, standing for the flux

contribution of the free streaming of particles, and the term

Si ¼ ½0; 0;� Qloss
ss
�T is the source term due to the inelastic collision for

solid particle phase.
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The net free streaming flow wfr
i is determined in the following.

The evolution of particle should also satisfy the integral solution of the
kinetic equation, which can be written as

f ðx; t;uÞ ¼ 1� e�t=sð Þgþðx; t;uÞ þ e�t=sf0ðx � ut; uÞ; (15)

where gþ is named as the hydrodynamic distribution function with
analytical formulation. The initial distribution function f0 has a proba-
bility of e�t=s to free transport and ð1� e�t=sÞ to colliding with other
particles. The post-collision particles satisfies the distribution
gþðx; u; tÞ. The free transport time before the first collision with other
particles is denoted as tc. The cumulative distribution function of tc is

F tc < tð Þ ¼ 1� e�t=s; (16)

and therefore, tc can be sampled as tc ¼ �s ln ðgÞ, where g is a ran-
dom number generated from a uniform distribution Uð0; 1Þ. Then,
the free streaming time tf for each particle is determined separately by

tf ¼ min �s ln gð Þ;Dt
� 	

; (17)

where Dt is the time step. Therefore, within one time step, all particles
can be divided into two groups: the collisionless particle and the colli-
sional particle, and they are determined by the relation between of
time step Dt and free streaming time tf. Specifically, if tf ¼ Dt for one
particle, it is collisionless one, and the trajectory of this particle is fully
tracked in the whole time step. On the contrary, if tf < Dt for one par-
ticle, it is collisional particle, and its trajectory will be tracked until tf.
The collisional particle is eliminated at tf in the simulation, and the
associated mass, momentum, and energy carried by this particle are
merged into the macroscopic quantities in the relevant cell by counting
its contribution through the flux function. More specifically, the parti-
cle trajectory in the free streaming process within time tf is tracked by

x ¼ xn þ untf : (18)

The term wfr
i can be calculated by counting the particles passing

through the interfaces of cell i

wfr
i ¼

X
k2P @Xþið Þ

/k �
X

k2P @X�ið Þ
/k; (19)

where, Pð@Xþi Þ is the particle set moving into the cell i during one
time step, Pð@X�i Þ is the particle set moving out of the cell i during
one time step, k is the particle index in one specific set, and
/k ¼ ½mk;mkuk; 12mkðu2kÞ�

T is the mass, momentum, and energy car-

ried by particle k. Therefore, wfr
i =Xi is the net conservative quantities

caused by the free stream of the tracked particles. Now, all the terms in
Eq. (14) have been determined and the macroscopic variables Wi can
be updated.

The trajectories of all particles have been tracked during the time
interval ð0; tf Þ. For the collisionless particles with tf ¼ Dt, they still
survive at the end of one time step; while the collisional particles with
tf < Dt are deleted after their first collision, they are supposed to go to
the equilibrium state in that cell. Therefore, the macroscopic variables
of the collisional particles in cell i at the end of each time step can be
directly obtained based on the conservation law

Wh
i ¼Wnþ1

i �Wp
i ; (20)

whereWnþ1
i is the updated conservative variables in Eq. (14), andWp

i
are the mass, momentum, and energy of remaining collisionless par-
ticles in the cell at the end of the time step. In addition, the macro-
scopic variables Wh

i account for all eliminated collisional particles to
the equilibrium state, and these particles can be re-sampling from Wh

i
based on the overall Maxwellian distribution at the beginning of next
time step. Now the updates of both macroscopic variables and the
microscopic particles have been presented. The above method is the
so-called unified gas-kinetic particle (UGKP) method.

The above UGKP can be further developed to UGKWP method.
In UGKP method, all particles are divided into collisionless and colli-
sional particles in each time step. The collisional particles are deleted
after the first collision and re-sampled from Wh

i at the beginning of
next time step. However, only the collisionless part of the re-samples
particles can survive in the next time step, and all collisional ones will
be deleted again. Actually, the transport fluxes from these collisional
particles can be evaluated analytically without using particles.
According to the cumulative distribution Eq. (16), the proportion of
the collisionless particles is e�Dt=s, and therefore, in UGKWP only the
collisionless particles from the hydrodynamic variables Wh

i in cell i
will be re-sampled with the total mass, momentum, and energy

Whp
i ¼ e�Dt=sWh

i : (21)

Then, the free transport time of all the re-sampled particles will be
tf ¼ Dt in UGKWP. The fluxes Ffr;wave from these un-sampled colli-
sional particle of ð1� e�Dt=sÞWh

i can be evaluated analytically.32,77

Now, same as UGKP, the net flux wfr;p
i by the free streaming of the

particles, which include remaining particles from previous time step
and re-sampled collisionless ones, in UGKWP can be calculated by

wfr;p
i ¼

X
k2P @Xþið Þ

/k �
X

k2P @X�ið Þ
/k: (22)

Then, the macroscopic flow variables in UGKWP are updated by

Wnþ1
i ¼Wn

i �
1
Xi

X
Sij2@Xi

Feqij Sij �
1
Xi

X
Sij2@Xi

Ffr;waveij Sij þ
wfr;p

i

Xi
þ DtSi;

(23)

where Ffr;waveij is the flux function from the un-sampled collisional
particles.32,68,77

The second part Ls2 in Eq. (9) accounts for the external
acceleration

@fs
@t
þru � afsð Þ ¼ 0;

where the velocity-dependent acceleration term caused by inter-phase
forces and solid particle’s gravity has the following form:

a ¼ Ug � u

sst
� 1

qs
rxpg þ G:

Taking moment w to Eq. (9)ð
w

@fs
@t
þ a � rufs þ fsru � a

� �
du ¼ 0

and in the Euler regime with fs ¼ gs þOðssÞ, we can obtain
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@Ws

@t
þQs ¼ 0;

where

Ws ¼

�sqs

�sqsUs

�sqsEs

2664
3775;

Qs ¼

0
�sqs Us � Ugð Þ

sst
þ �srxpg � �sqsG

�sqsUs � Us � Ugð Þ
sst

þ 3
ps
sst
þ �sUs � rxpg � �sqsUs � G

26666664

37777775:

When the first-order forward Euler method is employed for time
marching, the cell-averaged macroscopic variable can be updated by

Wnþ1
s ¼Ws �QsDt; (24)

and the modifications on velocity and location of the remaining free
transport particles can be written as

unþ1 ¼ uþ atf ; (25)

xnþ1 ¼ x þ a
2
t2f : (26)

Now the update of the solid particle phase in one time step has been
finished. In the following, specific variables determination for the solid
particle phase will be presented.

C. Particle phase Knudsen number

The particle phase regime is determined by its Knudsen number
Kn, defined by the ratio of collision time of solid particles ss to the
characteristic time of macroscopic flow tref,

Kn ¼ ss
tref

: (27)

Specifically, ss is the time interval between collisions of solid particles,
or called the particle collision time, and tref is the characteristic time,
defined as the ratio of flow characteristic length to the flow characteris-
tic velocity, tref ¼ Lref =Uref . According to the previous studies,37,43 in
this paper, ss is taken as

ss ¼
ffiffiffi
p
p

ds
12�sg0

ffiffiffiffiffiffiffi
2ks

p
; (28)

where ds is the diameter of solid particle, �s is the volume fraction of
solid phase, And g0 is the radial distribution function with the follow-
ing form:

g0 ¼
2� c

2 1� cð Þ3
; (29)

where c ¼ �s=�s;max is the ratio of the volume fraction �s to the allowed
maximum value �s;max . In general, for dilute particulate flow, ss is
more likely much larger than tref, leading to a large Kn, and the particle
transport plays more important role in the evolution. However, for

dense particulate flow, the collision between solid particles is in high
frequency, which results in a small ss and thereby a small Kn, and the
inter-particle collision plays the key effect in the evolution.

D. Frictional pressure

When the solid phase is in high concentration, the frictional pres-
sure pfric has to be considered. pfric accounts for the enduring inter-
particle contacts and frictions, which play important roles in the near
packing situation. Some expressions for pfric have been proposed in the
previous studies.25,51,54 In this paper, the correlation proposed by
Johnson and Jackson is employed,22,25 which can be written as

pfric ¼
0; �s � �s;crit ;

0:1�s
�s � �s;critð Þ2

�s;max � �sð Þ5
; �s > �s;crit ;

8><>: (30)

where pfric is with unit of Pa. �s;crit is the critical volume fraction of par-
ticle flow, and it takes a value 0.5 in this paper unless special notifica-
tion. Therefore, the momentum and energy equation in Eq. (7) will be
rewritten as

@ �sqsUsð Þ
@t

þrx � �sqsUsUs þ psIþ pfricI
� �

¼
�sqs Ug � Usð Þ

sst
� �srxpg þ �sqsG; (31)

@ �sqsEsð Þ
@t

þrx � �sqsEs þ ps þ pfricð ÞUsð Þ

¼
�sqsUs � Ug � Usð Þ

sst
� 3ps

sst
� �sUs � rxpg þ �sqsUs � G: (32)

The terms relevant to frictional pressure, rx � ðpfricIÞ and
rx � ðpfricUsÞ, are solved as source terms in this paper.

E. Flux limiting model near the packing condition

The introduction of frictional pressure pfric can avoid the solid
particles’ over-assembling since it increases dramatically when the par-
ticle phase approaches its limiting packing state.22,25 In addition, a flux
limiting model is proposed in this paper to effectively prevent the solid
volume fraction �s from exceeding its maximum value �s;max . Taking
one-dimensional example, in UGKWP the numerical flux at interface
iþ 1=2 between cell i and cell iþ 1 can be generally written as

Fiþ1=2 ¼
ðDt

0

ð
u>0

ufiþ1=2ðx; tÞwdudt

þ
ðDt

0

ð
u<0

ufiþ1=2ðx; tÞwdudt ¼
def

Fliþ1=2 þ Friþ1=2; (33)

which will be modified as

Fiþ1=2 ¼ C a �s;iþ1ð Þ½ � � Fliþ1=2 þ C a �s;ið Þ½ � � Friþ1=2; (34)

with

C a½ � ¼
1� a 0 0

0 1þ a 0

0 0 1� a

264
375;
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where a is the limiting factor, and it depends on the cell-averaged solid
volume fraction �s as

a �sð Þ ¼
0; �s � k�s;max;

�s � k�s;max

�s;max � k�s;max

� �2

; �s > k�s;max:

8><>: (35)

Here, k is a threshold for the flux limiting model, and it takes a value
0.95 unless special notification in this paper. As shown in Eq. (35),
when �s is smaller than k�s;max , the limiting factor a goes to 0 and there
is no limiting; while when �s is larger than k�s;max , a will increase and
the limiting model works. Particularly, when the packing limit
approaches to �s ¼ �s;max , a also takes its maximum value 1. As a
result, solid particles cannot flow into the “saturated” cell, and the solid
volume fraction �s will not increase anymore. In addition, Eq. (34)
indicates that, as this limiting model is activated, only the “inflow”
across the interface will be effected, while the “outflow” will not be lim-
ited as a physical modeling to the reality.

III. GKS FOR GAS PHASE
A. Governing equation for gas phase

The gas phase is regarded as continuum flow, and the governing
equations are the Navier–Stokes equations with source terms reflecting
the inter-phase interaction18,23

@ eqg
� �
@t
þrx � eqgUg

� �
¼ 0;

@ eqgUg
� �
@t

þrx � eqgUgUg þ epg I
� �

� �grx � lgrð Þ

¼ pgrx�g �
�sqs Ug � Usð Þ

sst
þ eqgG;

@ eqg Eg
� �
@t

þrx � eqg Eg þ epg� �
Ug

� �
��grx � lgr � Ug � jrxTg

� �
¼ �pg

@�g

@t
�
�sqsUs � Ug � Usð Þ

sst
þ 3ps

sst
þ eqgUg � G;

(36)

where eqg ¼ �gqg is the apparent density of gas phase, pg ¼ qgRTg is
the pressure of gas phase and epg ¼ eqg RTg , and the strain rate tensor r

is

r ¼ rxUg þ rxUg
� �T � 2

3
rx � UgI;

and

lg ¼ sgpg ; j ¼ 5
2
Rsgpg :

In particular, at the right-hand side in Eq. (36), the term pgrx�g is

called nozzle term, and the associated work term �pg @�g@t is called
pDV work term, since it is similar to the pDV term in the quasi-one-
dimensional gas nozzle flow equations.22 Unphysical pressure fluctu-
ations might occurs if the nozzle term and pDV term are not solved
correctly. According to Ref. 58, Eq. (36) can be written as the follow-
ing form:

@ qgð Þ
@t
þrx � qgUg

� � ¼ C�gqg ;

@ qgUg
� �
@t

þrx � qgUgUg þ pgI� lgr
� �

¼ C�gqgUg �
�sqs Ug � Usð Þ

�gsst
þ qgG;

@ qgEg
� �
@t

þrx � qgEg þ pg
� �

Ug � lgr � Ug þ jrxTg
� �

¼ C�g qgEg þ pg
� �� �sqsUs � Ug � Usð Þ

�gsst
þ 3ps
�gsst
þ qgUg � G;

(37)

where C�g ¼ � 1
�g

d�g
dt with d�g

dt ¼
@�g
@t þ Ug � r�g , and how to solve C�g

in this paper will be introduced later.

B. GKS for gas evolution

This subsection introduces the evolution of gas phase in gas–par-
ticle two-phase system. The gas flow is governed by the Navier–Stokes
equations with the inter-phase interaction, and the corresponding
GKS is a limiting scheme of UGKWP in the continuum flow regime.
In general, the evolution of gas phase Eq. (37) can be split into two
parts

Lg1 :

@ qgð Þ
@t
þrx � qgUg

� � ¼ 0;

@ qgUg
� �
@t

þrx � qgUgUg þ pgI� lgr
� �

¼ 0; (38)

@ qgEg
� �
@t

þrx � qgEg þ pg
� �

Ug � lgr � Ug þ jrxTg
� � ¼ 0;

8>>>>>>>>><>>>>>>>>>:

Lg2 :

@ qgð Þ
@t
¼ C�gqg ;

@ qgUg
� �
@t

¼ C�gqgUg �
�sqs Ug � Usð Þ

�gsst
þ qgG;

@ qgEg
� �
@t

¼ C�g qgEg þ pg
� �� �sqsUs � Ug � Usð Þ

�gsst

þ 3ps
�gsst
þ qgUg � G:

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

(39)

The GKS is constructed to solve Lg1 and Lg2 separately. First, the
kinetic equation without acceleration term for gas phase Lg1 is

@fg
@t
þrx � ufg

� �
¼ gg � fg

sg
; (40)

where u is the velocity, sg is the relaxation time for gas phase, fg is the
distribution function of gas phase, and gg is the corresponding equilib-
rium state (Maxwellian distribution). The local equilibrium state gg
can be written as

gg ¼ qg
kg
p

� �Kþ3
2

e�kg ðu�Ug Þ2þn2½ �;

where qg is the density of gas phase. kg is determined by gas tempera-
ture through kg ¼ mg

2kBTg
, wheremg is the molecular mass, and Ug is the
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macroscopic velocity of gas phase. K is the internal degree of freedom
with K ¼ ð5� 3cÞ=ðc� 1Þ for three-dimensional diatomic gas,
where c ¼ 1:4 is the specific heat ratio. The collision term satisfies the
compatibility condition ð

gg � fg
sg

wdN ¼ 0; (41)

where w ¼ ð1;u; 12 ðu2 þ n2ÞÞT , the internal variables n2 ¼ n21 þ � � �
þn2K , and dN ¼ dudn.

For Eq. (40), the integral solution of f at the cell interface can be
written as

f ðx; t;u; nÞ ¼ 1
s

ðt
0
gðx0; t0; u; nÞe�ðt�t0Þ=sdt0 þ e�t=sf0ðx � ut;u; nÞ;

(42)

where x0 ¼ x þ uðt0 � tÞ is the trajectory of particles, f0 is the initial
gas distribution function at time t¼ 0, and g is the corresponding equi-
librium state. The initial NS gas distribution function f0 in Eq. (42) can
be constructed as

f0 ¼ f l0ðx; uÞHðxÞ þ f r0 ðx;uÞð1� HðxÞÞ; (43)

whereH(x) is the Heaviside function, f l0 and f
r
0 are the initial gas distri-

bution functions on the left- and right-hand side of one cell interface.
More specifically, the initial gas distribution function f k0 ; k ¼ l; r, is
constructed as

f k0 ¼ gk 1þ ak � x � sðak � uþ AkÞ
� �

;

where gl and gr are the Maxwellian distribution functions on the
left- and right-hand sides of a cell interface, and they can be deter-
mined by the corresponding conservative variablesWl andWr . The
coefficients, al ¼ ½al1; al2; al3�

T ; ar ¼ ½ar1; ar2; ar3�
T , are related to the

spatial derivatives in normal and tangential directions, which can
be obtained from the corresponding derivatives of the initial mac-
roscopic variables

halii ¼ @Wl=@xi; hari i ¼ @Wr=@xi;

where i¼ 1, 2, 3, and h� � �imeans the moments of the Maxwellian dis-
tribution functions

h� � �i ¼
ð

w � � �ð ÞgdN:

Based on the Chapman–Enskog expansion, the non-equilibrium part
of the distribution function satisfies

hal � uþ Ali ¼ 0; har � uþ Ari ¼ 0;

and therefore, the coefficients Al and Ar can be fully determined. The
equilibrium state g around the cell interface is modeled as

g ¼ g0 1þ �a � x þ �Atð Þ; (44)

where �a ¼ ½�a1; �a2; �a3�T and g0 is the local equilibrium of the cell inter-
face. More specifically, g can be determined by the compatibility
condition

ð
wg0dN ¼W0 ¼

ð
u>0

wgldNþ
ð
u<0

wgrdN;ð
wai g0dN ¼ @W0=@xi ¼

ð
u>0

walig
ldNþ

ð
u<0

wari g
rdN;

i¼ 1, 2, 3, and

h�a � uþ �Ai ¼ 0:

After determining all parameters in the initial gas distribution function
f0 and the equilibrium state g, substituting Eqs. (43) and (44) into Eq.
(42), the time-dependent distribution function f ðx; t; u; nÞ at a cell
interface can be expressed as

f ðx; t; u; nÞ ¼ c1g0 þ c2�a � ug0 þ c3�Ag0
þ c4g

r þ c5a
r � ugr þ c6A

rgr½ �ð1�HðuÞÞ
þ c4g

l þ c5a
l � ugl þ c6A

lgl
� 	

HðuÞ; (45)

with coefficients

c1 ¼ 1� e�t=s;

c2 ¼ t þ sð Þe�t=s � s;

c3 ¼ t � sþ se�t=s;

c4 ¼ e�t=s;

c5 ¼ � t þ sð Þe�t=s;
c6 ¼ �se�t=s:

Then, the integrated flux over a time step can be obtained

Fij ¼
ðDt

0

ð
u � nijfijðx; t; u; nÞwdNdt; (46)

where nij is the normal vector of the cell interface. Then, the cell-
averaged conservative variables of cell i can be updated as follows:

Wnþ1
i ¼Wn

i �
1
Xi

X
Sij2@Xi

FijSij; (47)

where Xi is the volume of cell i, @Xi denotes the set of interface of cell
i, Sij is the area of jth interface of cell i, Fij denotes the projected macro-
scopic fluxes in the normal direction, andWg ¼ ½qg ;qgUg ; qgEg �T are
the cell-averaged conservative flow variables for gas phase.

The second part, Lg2, is from the inter-phase interaction. The
increased macroscopic variables for gas phase in 3D can be calculated as

Wnþ1
g ¼Wg þ QDt; (48)

where

Wg ¼
qg

qgUg

qgEg

2664
3775;

Q ¼

C�gqg

C�gqgUg �
�sqs Ug � Usð Þ

�gsst
þ qgG

C�g qgEg þ pg
� �� �sqsUs � Ug � Usð Þ

�gsst
þ 3ps
�gsst
þ qgUg � G

266666664

377777775;
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with C�g ¼ � 1
�g

d�g
dt and d�g

dt ¼
@�g
@t þ Ug � r�g . In this paper, @�g

@t is
evaluated

@�g

@t
¼
�nþ1g � �ng

Dt
: (49)

Here,r�g is the cell-averaged volume fraction gradient of gas phase in
the cell. For example, @�g@x is calculated by

@�g;i

@x
¼
�g;iþ1

2
� �g;i�1

2

Dx
; (50)

where �g;i�1
2
and �g;iþ1

2
are volume fractions of gas phase at the left-

and right-hand side of interface of cell i, which can be obtained from
the reconstructed �s according to �s þ �g ¼ 1. Now the update for the
gas phase in one time step has been finished.

Finally, the algorithm of GKS-UGKWP method for the gas–par-
ticle two-phase flow is summarized in Fig. 1.

IV. NUMERICAL EXPERIMENTS
A. Interaction of a shock wave with dense particle
layer

The interaction of a shock wave with a dense particle layer will
generate complicated particles’ behavior,26,53 which brings challenges
to a numerical scheme. The problem in Ref. 26 is tested by GKS-

UGKWP in this section. Figure 2 presents the initial configuration of
the test case. The computational domain is a channel with size
L�H ¼ 0:1� 0:005m2, which is covered by 250� 20 uniform rect-
angular mesh. The initial height of the dense particle layer in the chan-
nel is 0:001m, and the volume fraction is 0.5. The layer is composed
of solid particles with density 1000 kg and diameter 90 lm. Initially,
the gas in the channel is standard atmospheric condition. Next to the
particle layer, there is a high pressure gas region with 4 bar, which will
generate a shock wave after the diaphragm is removed at the beginning
of calculation.

The post-shock snapshots of solid particle phase volume fraction
are shown in Fig. 3. After the shock wave passes, more and more par-
ticles in the dense layer will be lifted upward and therefore a “particle

FIG. 1. The flow chart of GKS-UGKWP method.

FIG. 2. Sketch of initial condition.
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stream” is formed at the leading section of the layer. The lifted par-
ticles will be accelerated by the gas flow, move forward, and are dis-
persed in the channel. These particle behaviors have also been
observed in the previous studies.26,53 Since more and more particles
are lifted upward and dispersed in the channel, the leading edge of the
dense particle layer gradually moves forward. The changing of
leading-edge position with time is shown in Fig. 4, which agrees well
with the previous study by Eulerian–Lagrangian approach.26

Figure 5 shows the wave and particle decompositions from
UGKWP at t ¼ 1:0ms. For the dense particle layer region, for exam-
ple, the zone near bottom wall, inter-particle collisions play the key

role in the evolution due to the high solid concentration. In UGKWP,
no particle will be sampled there and only wave is used for the evolu-
tion of particle flow, such as the automatic fluid approach. However,
for the dilute particle region in the up part of the channel, the non-
equilibrium particle transport appears and particles are sampled and
tracked in UGKWP. Therefore, the UGKWP can adapt to different
flow physics consistently. In addition, the percentage of sampled par-
ticles in UGKWP is fully determined by local flow condition, which is
not artificially pre-defined. The above results indicate that UGKWP
unifies the approaches for the equilibrium and non-equilibrium trans-
port seamlessly and provides an efficient method for the multiscale
flow simulation.

B. Horizontal pneumatic conveying

Pneumatic conveying is a widely used technique for the transpor-
tation of bulk solid particles by gas flow in the pipe or channel. The
advantage of pneumatic conveying includes design flexibility, working
safety, and low maintenance cost.16 Under different conditions, the
solid phase will show different flow patterns. Here, a horizontal pneu-
matic conveying problem will be tested by GKS-UGKWP to check its
ability to recover the typical flow patterns. The flow conditions, includ-
ing inlet gas velocityUg;in, inlet solid mass flow rate Gs;in, and gas pres-
sure gradient Dp=L, obtained from the experiment,46 are employed in
the simulation. The solid particles used in the experiment have the fol-
lowing physical properties: density 1683 kg=m3 and diameter
3:01mm. The computational domain is a two-dimensional horizontal
channel with size 4� 0:04m2, covered by 800� 8 uniform rectangu-
lar mesh. Three typical cases, disperse flow pattern, settle flow pattern,
and slug flow pattern, are tested, and the corresponding experimental
measurement data are listed in Table I. Initially, the gas with inlet
velocity Ug;in flows into the channel from the left boundary; the solid

FIG. 3. Particle phase volume fraction at t ¼ 0:3ms; t ¼ 0:6ms; t ¼ 1:0ms, and t ¼ 1:4 ms.

FIG. 4. The leading edge position of dense particle layer at different time.

FIG. 5. UGKWP computation of solid particle phase by wave (a) and particle (b) decompositions at t ¼ 1:0ms.
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particles are carried by gas flow and uniformly fed into the channel
with mass flow rate Gs;in through the left boundary; at the right
boundary, solid particles are free to leave. The atmospheric pressure at
right boundary is employed for gas phase, while higher gas pressure is
imposed at the left boundary according to the pressure gradient Dp=L
given in Table I.

For case 1, the snapshot of solid phase volume fraction �s in the
region 0:5–3:5m at t ¼ 6:0 s is shown in Fig. 6, and the enlarged
snapshots at different times are presented in Fig. 7. The typical dis-
perse flow pattern is observed: solid particles are dispersed in the
whole channel with a low concentration and move downstream car-
ried by gas flow; the solid concentration is relatively higher at the
channel bottom than the up zone due to the effect of gravity. For case
2, the snapshot of solid volume fraction �s in the channel at t ¼ 6:0 s
and the enlarged snapshots in the local region 2:4–3:0m are shown in
Figs. 8 and 9, respectively. In case 2, a settled layer of solid particles
with �s around 0.3 are formed along the channel bottom; while above
this settle layer, the particle cloud is much more dilute than the settle
layer, and particles are mainly transported in this zone. It is the typical
structure for settle flow pattern, or called stratified flow pattern.
Finally, the snapshot of solid volume fraction �s in the channel at 6:0 s
for case 3 and the local enlarged snapshots at 5:0; 5:5; and 6:0 s are
presented in Figs. 10 and 11. Compared with the flow conditions of

case 2, case 3 has a lower inlet gas velocity and a greater inlet solid par-
ticle flux, and therefore, the solid concentration is generally higher in
the channel. In particular, particle slugs are observed and moved in
the channel, resulting in a dense particular flow across the whole cross
section of the channel in certain regions, and the maximum concentra-
tion at the particle slug is close to the packing limit, which are the typi-
cal phenomena for the slug flow pattern. In summary, for three typical
flow patterns, the primary flow structures in the experimental observa-
tions are well captured by GKS-UGKWP, validating the feasibility and
reliability of GKS-UGKWP for this kind of problems.

C. Bubble formation in fluidized bed

The fluidized bed is widely used in chemical industry to enhance
chemical reactions, solids separation, heat transfer, etc. In this prob-
lem, the initial stage of bubble formation in a fluidized bed is simu-
lated, and the detailed description of this experiment can refer to Ref.
39. The sketch of this problem is shown in Fig. 12. The computational
domain W�H is 0:57� 1:0m2, and 76� 120 uniform rectangular
mesh is used. An orifice with width 0:02m exists at the bottom center.
The height of particle bed Hp is 0:5m, and above this particle, bed is
free board used for the expansion of particle bed. The bed consists of
solid particles with density 3060 kg=m3 and diameter 285 lm. The ini-
tial solid volume fraction �s is set as 0.5, which is smaller than �s;max

taken as 0.6 in this case. This is based on the condition that the initial
particle bed has reached a minimum fluidization state before blowing
upward gas flow into the particle bed. Initially, the jet with Ujet

¼ 10:0m=s blows into the particle bed through the orifice, while the
gas with the minimum fluidization velocity Umin ¼ 0:08m=s flows
into the particle bed at other bottom boundary region outside the cen-
ter orifice. For gas phase, the up boundary is set as pressure outlet,
and for the bottom boundary a higher pressure is employed with

TABLE I. Simulation conditions from experimental measurement.46

Ug;in ðm=sÞ Gs;in ðkg=m2 sÞ Dp=L ðPa=mÞ Flow pattern

Case 1 28.6 71.4 271.4 Disperse flow
Case 2 15.6 17.2 454.0 Settle flow
Case 3 10.4 21.1 855.6 Slug flow

FIG. 6. The snapshot of solid phase volume fraction �s of case 1, disperse flow pattern, at t ¼ 6:0 s.

FIG. 7. The enlarged snapshots of solid phase volume fraction �s in the local region 2:4� 3:0m of case 1 at different times: (a) t ¼ 5:0 s, (b) t ¼ 5:5 s, (c) t ¼ 6:0 s.
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Dp ¼ 7500 Pa, which is approximated to balance the gravity by
Dp ¼ �sðqs � qgÞGHp as given in Ref. 39. For the left and right walls,
the non-slip and slip boundary condition is employed for gas phase
and solid particle phase, respectively.

The contours of apparent density of solid particle phase at differ-
ent times are shown in Fig. 13. The results show the typical process of
bubble formation: initially, a small bubble occurs due to the jet with
high velocity from the orifice; it becomes larger and larger in the

evolution and finally detaches the bottom boundary. During the pro-
cess, the bubble shape is similar to an ellipse. The above process
obtained by GKS-UGKWP agrees well with the observed phenome-
non in the experiment.39 To further quantitatively compare the bubble
formation process with the experiment, the equivalent bubble diame-
ter is calculated, which is defined as De ¼

ffiffiffiffiffiffiffiffiffiffi
4S=p

p
. According to Ref.

39, S is the area of bubble obtained by the numerical simulation,
defined as the area of �s < 0:15. The equivalent bubble diameter

FIG. 8. The snapshot of solid phase volume fraction �s of case 2, settle flow pattern, at t ¼ 6:0 s.

FIG. 9. The enlarged snapshots of solid phase volume fraction �s in the local region 2:4–3:0 m of case 2 at different times: (a) t ¼ 5:0 s, (b) t ¼ 5:5 s, (c) t ¼ 6:0 s.

FIG. 10. The snapshot of solid phase volume fraction �s of case 3, slug flow pattern, at t ¼ 6:0 s.

FIG. 11. The enlarged snapshots of solid phase volume fraction �s in the local region 3:0� 3:6 m of case 3 at different times: (a) t ¼ 5:0 s, (b) t ¼ 5:5 s, (c) t ¼ 6:0 s.
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obtained by GKS-UGKWP is presented in Fig. 14, and it agrees well
with the experiment measurement,39 showing the accuracy and reliabil-
ity of GKS-UGKWP. In order to clearly show the movement of solid
particles in the bubble, the velocity field of the solid phase at t ¼ 0:18 s
is shown in Fig. 15. In the bottom zone of the bubble, solid particles
from left and right sides move toward the center, and then move
upward with a higher velocity carried by the gas flow. This particle
behavior has also been found in the previous studies by both experiment
and numerical simulation.5 For this problem, the CPU time is about

15min by a single Intel core i7-9700 at 3.0GHz. In addition, the sam-
pled particles in UGKWP at different times are shown in Fig. 16. The
original high-concentration solid particle bed is represented by wave
and is not shown here. The sampled particles only appear in the non-
equilibrium region, such as at the boundary between dense and dilute
solid particle phase. In addition, as the gas bubble becomes larger, more
particles will emerge in UGKWP to capture the larger non-equilibrium
zone with the penetration of solid particles in the gas bubble region.

D. Particle clustering in fluidized bed

Particle clustering is a typical hydrodynamic phenomenon in cir-
culating fluidized bed (CFB), and it has a significant influence on the

FIG. 12. Sketch of bubble formation in fluidized bed.

FIG. 13. Apparent density of solid particle phase during bubble formation process: from left to right are the snapshots at time 0:05; 0:10; 0:15, and 0:18 s.

FIG. 14. Comparison of equivalent diameter De obtained by GKS-UGKWP with
experiment measurement.
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evolution of gas–particle flow.6,20 In this section, GKS-UGKWP is
used to calculate the CFB problem in Ref. 20 and capture the particle
clustering phenomenon. Figure 17 presents the schematic diagram of
the vertical riser in this problem. The computational domainW�H is
5� 50 cm2 covered by 25� 250 uniform rectangular mesh. Initially,
the solid particles are distributed uniformly in the riser with the solid
phase volume fraction 0.03 and zero velocity; the gas phase is in stan-
dard atmospheric condition, qg ¼ 1:2 kg=m3; p ¼ 1 bar, and zero
velocity. The density and diameter of the solid particles in the riser are
2400 kg=m3 and 133 lm, respectively. Initially, the air flows into the
riser through bottom boundary with vertical velocity Vg ¼ 1:0m=s
and higher pressure approximated by Dp ¼ �sðqs � qgÞGH. The solid
particles are free to leave at the up boundary, and the escaped particles
from the up boundary will be compensated back into the riser through
the bottom boundary to maintain the total mass of solid particles

inside the riser in the whole simulation. For left and right walls, the
slip and non-slip boundary conditions are employed for the solid
phase and the gas phase, respectively.

The instantaneous snapshots of the distribution of solid volume
fraction �s at different times are shown in Fig. 18. The results indicate
that the typical heterogeneous structures in a circulating fluidized bed
are captured clearly: axially, it is dilute flow in the upper zone while
dense flow in the bottom zone; solid particles aggregate into clusters in
the riser; generally, solid particles and clusters are carried upward in
the core zone by high-speed gas flow while dropping down mainly
at the near-wall zone. All the above typical features are consistent with
the previous observations in both numerical and experimental stud-
ies.20 In addition, the solutions from different mesh size with of
20� 200 and 30� 300 mesh points are compared. The instantaneous
snapshots of solid volume fraction �s at time 5:0 s are shown in Fig. 19.

FIG. 15. The velocity field of the solid phase around the bubble at time 0:18 s, col-
ored by the solid apparent density.

FIG. 16. Sampled particle for the solid particle phase in bubble formation process: from left to right are the results at time 0:05; 0:10; 0:15, and 0:18 s. The color shows the
mass fraction of particle representation in UGKWP. The wave representation of solid particle phase in the dense particle zone is not shown here.

FIG. 17. Sketch of the vertical riser.
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In general, two refined meshes give finer structures of the solid particle
flow than the coarse mesh one. For example, the structure of clustered
solid particles is more clear in Figs. 19(b) and 19(c), while solid par-
ticles are more dissipated in the whole riser in Fig. 19(a). Further, the
profiles of time-averaged �s at different riser height for different mesh
are shown in Fig. 20(a) and compared with the previous numerical

results obtained by the Eulerian–Lagrangian approach.20 In general,
the results obtained by GKS-UGKWP under three meshes are similar
with the previous study: the particle phase has a lower concentration
about 0.01 in the upper zone, while a higher concentration 0.1 in the
zone near bottom boundary. Also, further comparison shows the pro-
files of �s predicted by the refined mesh 25� 250 and 30� 300 agree

FIG. 18. The instantaneous snapshots of the distribution of solid phase volume
fraction �s at different times: (a) t ¼ 3:0 s, (b) t ¼ 4:0 s, (c) t ¼ 5:0 s, and (d)
t ¼ 6:0 s.

FIG. 19. The instantaneous snapshots of the distribution of solid phase volume
fraction �s at t ¼ 5:0 s, with different meshes: (a) 20� 200, (b) 25� 250, and (c)
30� 300.

FIG. 20. Comparison with the numerical results by Eulerian–Lagrangian approach.20 Left: time-averaged solid phase volume fraction �s at different height. Right: transversal
profile of the time-averaged solid phase velocity vs in the upper part of the riser.
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better than the coarse mesh one. Figure 20(b) presents the transversal
profile of vertical velocity of particle flow, which shows a parabolic
shape, indicating solid particles move upward in the center region,
while downward in the near-wall zone. Overall, the prediction given
by GKS-UGKWP agrees well with the previous study by
Eulerian–Lagrangian approach.

V. CONCLUSION

In this paper, GKS-UGKWP method is developed to study gas–
particle two-phase flow with both dense and dilute solid particle con-
centration. A drag force model for both dilute and dense particle flow
is employed. The pressure model for inter-particle contacts and fric-
tions is introduced, and it works for high solid particle concentration
flow. In addition, a flux limiting model is proposed to prevent the
over-packing of the solid particle phase. The non-conservative terms
in the gas phase for accounting nozzle effect in momentum equation
and pDV work term in the energy equation are added in the current
scheme. For the particulate flow at high concentration, the inter-
particle collisions play significant roles in the evolution. The
inter-particle collision is included in the collision term of the kinetic
equation for the particle phase to approach to the local equilibrium
state. The current method can be used for particulate flow with a wide
range of solid concentrations: from very dilute flow to dense one.

UGKWP is a multiscale method and is capable of capturing the
multiscale transport of particulate flow efficiently by its coupled wave–
particle formulation in the evolution process. At a small cell Kn number
in high particle concentration region, the intensive inter-particle colli-
sions will drive the particle distribution to near equilibrium and is repre-
sented by wave component in UGKWP without particles. As a result,
the EE two-fluid approach can be recovered by UGKWP, the so-called
coupled hydrodynamic equations for two-phase flow. While at large Kn
number for dilute particle concentration, the inadequate inter-particle
collision in UGKWP keeps the particle phase in non-equilibrium and its
evolution is fully determined by the particle transport. The EL approach
for the two-phase flow is obtained by UGKWP automatically in the
dilute particle concentration region. At an intermediate Kn number,
both wave and particle in UGKWP play roles in the evolution, and the
number of sampled particles is determined by local Knudsen number
for accounting the degree of non-equilibrium, which ensures a smooth
and consistent transition in different flow regimes.

The proposed GKS-UGKWP for the gas–particle system is tested
by a series of two-phase problems. The interaction of shock wave with
solid particle layer in a channel is simulated, and the numerical results
agree well with the previous study by EL approach. In the horizontal
pneumatic conveying problem, typical flow patterns observed in the
experiment for both low and high solid concentrations are well cap-
tured by GKS-UGKWP. The bubble formation through a particle bed
is well captured by the proposed method, and the bubble shape and
size agree well with the experiment measurements. Also in the circu-
lating fluidized bed case, the particle clustering phenomenon and the
corresponding heterogeneous structures are well captured by GKS-
UGKWP. These results validate the accuracy and reliability of GKS-
UGKWP for the simulation of gas–particle two-phase flow.
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