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1
Measure Theory

1.1 CONSTRUCTION OF THE LEBESGUE MEASURE

10.1 Length: By Redin’s Exercise 29 of Chapter 2 (pp. 45), every open set in R is
the union of an at most countable collection of disjoint segments. Hence, if U is

a bounded open set, we write U =

∞⊔
i=1

(ai, bi), where {(ai, bi)} are disjoint, and we

define the length

λ(U) =

∞∑
i=1

(bi − ai).

10.2 Theorem Suppose U and {Vi} are bounded open sets in R, and U ⊂ ∪Vi. Then

λ(U) ≤
∑

λ(Vi).

In particular, U ⊂ V implies λ(U) ≤ λ(V ).

Proof If we expressing each Vi as a union of disjoint segments, we only need to show
that U ⊂ ∪(cj , dj) implies λ(U) ≤

∑
(dj − cj).

In fact, since U is open, we write U = t(ai, bi). For given ε > 0, the compact set
K = [a1 + ε, b1 − ε]∪ · · · ∪ [an + ε, bn − ε] is covered by the open segments {(cj , dj)}.
Hence there exists a finite cover:

K ⊂ (cj1 , bj1) ∪ · · · ∪ (cjk , bjk).
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2 1 MEASURE THEORY

Thus,

n∑
i=1

(bi − ai)− 2nε =

n∑
i=1

λ(ai + ε, bi − ε) ≤
k∑
l=1

(djl − cjl) ≤
∑

(dj − cj).

Since ε and n are arbitrary, we obtain

λ(U) =
∑

(bi − ai) ≤
∑

(dj − cj) =
∑

λ(Vi).

10.3 Theorem Suppose U and V are bounded open sets in R. Then

λ(U ∪ V ) = λ(U) + λ(V )− λ(U ∩ V ).

Proof Let U = t(ai, bi), V = t(cj , dj). Put Un = (a1, b1) t · · · t (an, bn) and
Vn = (c1, d1) t · · · t (cn, dn). Since U and V are bounded sets, by Theorem 10.2,
both

∑
(bi − ai) < +∞ and

∑
(dj − cj) < +∞. Hence, for given ε > 0, there is N ,

such that n ≥ N implies

0 ≤ λ(U)− λ(Un) =
∑
i>n

(bi − ai) < ε, 0 ≤ λ(V )− λ(Vn) =
∑
j>n

(dj − ci) < ε.

Since

Un ∪ Vn ⊂ U ∪ V = (Un ∪ Vn) ∪ (U − Un) ∪ (V − Vn),

Un ∩ Vn ⊂ U ∩ V ⊂ (Un ∩ Vn) ∪ (U − Un) ∪ (V − Vn),

we have

λ(Un ∪ Vn) ≤ λ(U ∪ V )

≤ λ(Un ∪ Vn) + λ(U − Un) + λ(V − Vn)

< λ(Un ∪ Vn) + 2ε,

λ(Un ∩ Vn) ≤ λ(U ∩ V )

≤ λ(Un ∩ Vn) + λ(U − Un) + λ(V − Vn)

< λ(Un ∩ Vn) + 2ε.

It follows that

lim
n→∞

λ(Un) = λ(U), lim
n→∞

λ(Vn) = λ(V ),

lim
n→∞

λ(Un ∪ Vn) = λ(U ∪ V ), lim
n→∞

λ(Un ∩ Vn) = λ(U ∩ V ).

Since Un and Vn are finite unions of segments, it is easy to show

λ(Un ∪ Vn) = λ(Un) + λ(Vn)− λ(Un ∩ Vn).

By taking n→∞, we get the equality in the theorem.
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10.4 Length of Closed Set: Let K be a bounded closed set, and U is a bounded open
set containing K. Define the length of K to be:

λ(K) = λ(U)− λ(U −K).

• λ(K) is well-defined for any U . In fact, let V be a bounded open set containing K.
For any open set S, with K ⊂ S ⊂ U , by Theorem 10.3, we have

λ(U) = λ((U −K) ∪ S)

= λ(U −K) + λ(S)− λ((U −K) ∩ S)

= λ(U −K) + λ(S)− λ(S −K).

Hence, for S = U ∩ V ,

λ(V ) = λ(V −K) + λ(U ∩ V )− λ(U ∩ V −K).

This identity and Theorem 10.3 imply

λ(U) = λ((U −K) ∪ (U ∩ V ))

= λ(U −K) + λ(U ∩ V )− λ((U −K) ∩ (U ∩ V ))

= λ(U −K) + λ(U ∩ V )− λ((U ∩ V )−K)

= λ(U −K) + λ(V )− λ(V −K),

or

λ(U)− λ(U −K) = λ(V )− λ(V −K), for any U, V containing K.

10.5 Lebesgue Outer Measure, Lebesgue Inner Measure, Lebesgue Measur-
able: For any bounded set A in R, the Lebesgue outer measure of A is defined
as the greatest lower

bound, the infimumµ∗(A) = inf{λ(U) : U ⊃ A, U open};

the Lebesgue inner measure of A is

µ∗(A) = sup{λ(K) : K ⊂ A, K closed}.

If µ∗(A) = µ∗(A), then A is said to be Lebesgue measurable. The common value is
the Lebesgue measure of A, and we denote it as µ(A).

• The definition immediately implies that, if A is Lebesgue measurable, then for any
ε > 0, then there exist open set U and closed set K, such that K ⊂ A ⊂ U and
λ(U −K) < ε.

• If A is Lebesgue measurable, then for any open set U and closed set K, with K ⊂
A ⊂ U , the measure µ(A) is the only number satisfying λ(K) ≤ µ(A) ≤ λ(U).

10.6 Theorem The Lebesgue outer and Lebesgue inner measures have the following
properties:
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(a) Non-Negativity: 0 ≤ µ∗(A) ≤ µ∗(A).

(b) Monotonicity: A ⊂ B implies µ∗(A) ≤ µ∗(B), µ∗(A) ≤ µ∗(B).

(c) Countable Sub-Additivity: µ∗(∪Ai) ≤
∑
µ∗(Ai).

Proof (a) and (b) are clear from the definition. (c) follows from Theorem 10.2.

• Corollary: If µ∗(A) = 0, then A is Lebesgue measurable with µ(A) = 0. Any subset
of a set of measure zero is also a set of measure zero.

• Corollary: If A is a (bounded) countable set, then A is Lebesgue measurable, and
µ(A) = 0.

Proof If A = {a} contains only one point, then, for any ε > 0, A ⊂ (a−ε/2, a+ε/2).
It follows that

µ∗(A) ≤ λ(a− ε/2, a+ ε/2) = ε.

Since ε is arbitrary, we know that µ∗(A) = 0, which implies A is Lebesgue measur-
able, and µ(A) = 0, by the Corollary of Theorem 10.6.

If A is a bounded countable set, write A = ∪{ai}. Then, by the countable sub-
additivity,

µ∗(A) ≤
∑

µ∗({ai}) = 0,

we know that A is Lebesgue measurable, and µ(A) = 0.

• We have seen in 2.44 that Cantor set is uncountable, and the measure is also zero.

10.7 Theorem Any finite segment 〈a, b〉 “open”, “closed”, “half-open and half-closed”)
is Lebesgue measurable, with the usual length b − a as its measure. Any bounded
open subset U is Lebesgue measurable, with µ(U) = λ(U).

Proof Let ε > 0 be given. The set A = 〈a, b〉 is measurable, since

K = [a+ ε/4, b− ε/4] ⊂ A ⊂ U = (a− ε/4, b+ ε/4),

and λ(U −K) ≤ 2 · ε/2 = ε. The measure µ(A) = b− a, since, by Theorem 10.6,

b− a− ε/2 = λ(K) ≤ µ∗(A) ≤ µ∗(A) ≤ λ(U) = b− a+ ε/2.

Let A = t(ai, bi) be a bounded open set. Since
∑

(bi − ai) converges, there is N
such that ∑

i>N

(bi − ai) < ε/2.

Let
Kn = [a1 + ε/(4N), b1 − ε/(4N)] ∪ · · · ∪ [an + ε/(4N), bn − ε/(4N)].

It is clear that, for any n, Kn ⊂ A ⊂ U = A. For any fixed n, with n ≥ N , we have

λ(U −Kn) ≤
∑
i>N

(bi − ai) +N · 2ε/(4N) < ε.
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Hence, A is Lebesgue measurable. The measure µ(A) =
∑

(bi − ai) = λ(U), since,∑
(bi − ai)− ε <

∑
(bi − ai)−

∑
i>N

(bi − ai)− ε/2

≤
∑

(bi − ai)−
∑
i>n

(bi − ai)− ε/2, if n ≥ N

= λ(Kn) ≤ µ∗(A) ≤ µ∗(A) ≤ λ(U) =
∑

(bi − ai).

10.8 Theorem If A and B are disjoint bounded sets, then

µ∗(A tB) ≤ µ∗(A) + µ∗(B) ≤ µ∗(A tB).

Proof Let ε > 0 be given. To prove the first inequality, by the definitions of the
Lebesgue outer and lower measures, there are bounded closed set K ⊂ A ∪ B and
bounded open set U ⊃ B, such that

µ∗(A tB)− ε < λ(K), λ(U) < µ∗(B) + ε.

Since K −U is closed and K −U ⊂ A, we know that λ(K −U) ≤ µ∗(A). Hence, we
have

µ∗(A tB)− ε < λ(K), λ(K − U) + λ(U) < µ∗(A) + µ∗(B) + ε,

Thus, since ε is arbitrary, the first inequality in the theorem holds if

λ(K) ≤ λ(K − U) + λ(U).

In fact, for any bounded open set V , with K ⊂ V , since V − (K−U) ⊂ (V −K)∪U ,
by Theorem 10.3,

λ(V−(K−U)) ≤ λ((V−K)∪U) = λ(V−K)+λ(U)−λ((V−K)∩U) ≤ λ(V−K)+λ(U),

which implies

λ(K) = λ(V )− λ(V −K) ≤ λ(V )− λ(V − (K − U)) + λ(U) = λ(K − U) + λ(U).

To prove the second inequality of the theorem, we choose bounded closed set K ⊂ A
and bounded open set U ⊃ A ∪B, such that

µ∗(A)− ε < λ(K), λ(U) < µ∗(A tB) + ε.

Since U − K is open and B ⊂ U − K, we have µ∗(B) ≤ λ(U − K). Thus, by the
definition of λ(K),

µ∗(A) + µ∗(B)− ε < λ(K) + λ(U −K) = λ(U) < µ∗(A tB) + ε,

which implies the second inequality since ε is arbitrary.
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10.9 Theorem (Carathéodory Theorem) A bounded set A in R is Lebesgue mea-
surable if and only if the Carathéodory condition

µ∗(X) = µ∗(X ∩A) + µ∗(X −A)

holds for any bounded X. (In other words, a subset is Lebesgue measurable if and
only if it and its complement can be used to “split” the outer measure of any subset.)

Proof If the Carathéodory condition holds for any bounded X, we choose X to be
a bounded segment containing A. Then X is Lebesgue measurable and X ∩A = A.
By Theorem 10.8, we have

µ∗(A) + µ∗(X −A) = µ∗(X) = µ∗(X) = µ∗(A t (X −A)) ≤ µ∗(A) + µ∗(X −A),

which implies µ∗(A) ≤ µ∗(A). Thus, A is Lebesgue measurable.

Conversely, suppose A is Lebesgue measurable. Let ε > 0 be given. We first show
that the Carathéodory condition holds for any bounded X, provided that A ∩ U is
Lebesgue measurable for any bounded open set U . In fact, for any bounded X, there
is a bounded open U ⊃ X, such that λ(U) < µ∗(X) + ε. Hence, by Theorem 10.8,

µ∗(X) + ε > λ(U) = µ∗(U)

≥ µ∗(U ∩A) + µ∗(U −A)

= µ∗(U ∩A) + µ∗(U −A)

≥ µ∗(X ∩A) + µ∗(X −A),

which implies µ∗(X) ≥ µ∗(X∩A)+µ∗(X−A), since ε is arbitrary. On the other hand,
Theorem 10.6 implies µ∗(X) ≤ µ∗(X ∩ A) + µ∗(X − A). Thus, the Carathéodory
condition holds in this case.

Next, we show that if A is Lebesgue measurable, and if U is a bounded open set, then
A ∩ U is Lebesgue measurable. In fact, since U is open, U is Lebesgue measurable
by Theorem 10.7. Since an intersection of two open sets is again an open set, so that
it is Lebesgue measurable. Hence, the Carathéodory condition can be applied to U .
This gives

µ∗(A ∩ U) + µ∗(A− U) = µ∗(A).

Since A is Lebesgue measurable, by Theorem 10.8, we have

µ∗(A) = µ∗(A) ≤ µ∗(A ∩ U) + µ∗(A− U).

Thus, µ∗(A ∩ U) ≤ µ∗(A ∩ U), which implies that A ∩ U is Lebesgue measurable.

These two steps indicate that the Carathéodory condition holds if A is Lebesgue
measurable.

1.2 MEASURE SPACES

10.10 Outer Measure, Measurable: Suppose X is a set. An outer measure µ∗ on X is
a function defined for each subset A ⊂ X so that
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(a) µ∗(∅) = 0.

(b) Monotoninity: If A ⊂ B, then µ∗(A) ≤ µ∗(B),

(c) Countable Sub-Additivity: µ∗(∪Ai) ≤
∑
µ∗(Ai).

A subset A of X is said to be measurable if the Carathéodory condition

µ∗(Y ) = µ∗(Y ∩A) + µ∗(Y −A)

holds for any Y ⊂ X. In this case, we denote the outer measure of A as its measure
and write µ(A) = µ∗(A).

• If A is measurable, then µ(A) ≥ 0.

• By symmetry of the Carathéodory condition, A is measurable if and only if X − A
is measurable.

10.11 Theorem Suppose A, B, and {Ai} are all measurable.

(a) The countable union ∪Ai is measurable.

(b) The countable intersection ∩Ai is measurable.

(c) The difference A−B is measurable.

Moreover, if {Ai} are disjoint, then µ(tAi) =
∑
µ(Ai).

Proof Let us first show that a finite union of measurable subsets is measurable. This Step 1

can be done by proving that if A and B are measurable, so is A ∪B.

Suppose Y is any subset of X. Since A is measurable, we have A splits Y .

µ∗(Y ) = µ∗(Y ∩A) + µ∗(Y −A).

Since B is measurable, we have B splits Y −A.

µ∗(Y −A) = µ∗((Y −A) ∩B) + µ∗(Y −A−B)

Since A splits Y ∩ (A ∪B).

µ∗(Y ∩ (A ∪B)) = µ∗(Y ∩ (A ∪B) ∩A) + µ∗(Y ∩ (A ∪B)−A)

= µ∗(Y ∩A) + µ∗((Y −A) ∩B),

combining these equations gives

µ∗(Y ) = µ∗(Y ∩ (A ∪B)) + µ∗(Y − (A ∪B)),

which means A ∪B is measurable.

If, in addition, A and B are disjoint, then

µ(A tB) = µ∗((A tB) ∩A) + µ∗(A tB −A) = µ(A) + µ(B).
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This implies the finite additivity:

µ

(
k⊔
i=1

Ai

)
=

k∑
i=1

µ(Ai).

Since A ∩ B = X − (X − A) ∪ (X − B), hence, if A and B are measurable, so is
A ∩B. Thus, a finite intersection of measurable subsets is measurable.

It follows that A−B is measurable, since A−B = A ∩ (X −B).

Next, let us consider a countable union of disjoint subsets. Suppose {Ai} are measur-Step 2

able and disjoint. Put Bn = tni=1Ai, B = tAi = ∪Bn. Then {Bn} are measurable.
We shall show that B is measurable. Indeed, by the finite additivity, we have

n∑
i=1

µ(Ai) = µ(Bn) ≤ µ∗(B) ≤ µ(X).

The implies that the non-negative series
∑
µ(Ai) converges. Hence, for any ε > 0,

there is N such that
∑
i>N µ(Ai) < ε. For any subset Y , since BN is measurable,

µ∗(Y ∩B) + µ∗(Y −B) = µ∗(Y ∩B ∩BN ) + µ∗(Y ∩B −BN ) + µ∗(Y −B)

≤ µ∗(Y ∩BN ) + µ∗(B −BN ) + µ∗(Y −BN )

= µ∗(Y ) +
∑
i>N

µ(Ai) < µ∗(Y ) + ε.

This gives µ∗(Y ∩ B) + µ∗(Y − B) ≤ µ∗(Y ). By the sub-additivity of the outer
measure, it follows that B is measurable.

The countable sub-additivity gives µ(tAi) ≤
∑
µ(Ai). On the other hand, the

earlier inequality
∑n
i=1 µ(Ai) = µ(Bn) ≤ µ(tAi) implies

∑
µ(Ai) ≤ µ(tAi). Thus

we have the countable additivity µ(tAi) =
∑
µ(Ai).

Suppose {Ai} are measurable, but not necessarily disjoint. Put Ci = Ai−A1 ∪ · · · ∪Step 3

Ai−1. Then {Ci} are measurable and disjoint. Hence ∪Ai = tCi is measurable.

From ∩Ai = X −∪(X −Ai), we know that the countable intersection of measurable
subsets is measurable.

10.12 σ-Algebra, Measure: A collection Σ of subsets of X is a σ-algebra if

1. X ∈ Σ.

2. If A,B ∈ Σ, then A−B ∈ Σ.

3. If Ai ∈ Σ, then ∪Ai ∈ Σ.

A measure on a given σ-algebra Σ assigns a number µ(A) for each A ∈ Σ, such that
the following properties holds:

1. Non-Negativity: µ(A) ≥ 0.
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2. Countable Additivity: If Ai ∈ Σ and disjoint, then µ(tAi) =
∑
µ(Ai).So, µ(∅) = 0.

• The σ-algebra is also closed under countable intersection, since

∩Ai = X − ∪(X −Ai).

10.13 Measure Space: A measure space (X,Σ, µ) consists of a set X, a σ-algebra Σ on
X, and a measure µ on Σ. The subsets in Σ are called measurable.

10.14 Theorem A measure satisfies the following properties

(a) Monotonicity: If A ⊂ B, then µ(A) ≤ µ(B).

(b) Countable Sub-Additivity: µ(∪Ai) ≤
∑
µ(Ai).

(c) Monotonic Limit: If Ai ⊂ Ai+1 for all i, then µ(∪Ai) = limµ(Ai). If Ai ⊃ Ai+1

for all i, then µ(∩Ai) = limµ(Ai).

Proof (a) Since A t (B −A) = B, by the additivity,

µ(B) = µ(A) + µ(B −A) ≥ µ(A).

(b) Put Ci = Ai−A1∪· · ·∪Ai−1. Then {Ci} are measurable, disjoint, and Ci ⊂ Ai.
By the countable additivity, and (a), we have

µ(∪Ai) = µ(tCi) =
∑

µ(Ci) ≤
∑

µ(Ai).

(c) For Ai ⊂ Ai+1, we have ∪Ai = t(Ai −Ai−1). By the countable additivity,

µ(∪Ai) = µ(t(Ai −Ai−1)) =
∑

µ(Ai −Ai−1).

Thus, the non-negative series
∑
µ(Ai−Ai−1) converges. Similarly, by the countable

sub-additivity,

µ(∪Ai)− µ(An) = µ(∪Ai −An) = µ

(⊔
i>n

(Ai −Ai−1)

)
=
∑
i>n

µ(Ai −Ai−1).

Since the convergence of
∑
µ(Ai−Ai−1) implies that lim

n→∞

∑
i>n

µ(Ai−Ai−1) = 0, we

obtain
lim
n→∞

µ(An) = µ(∪Ai).

If Ai ⊃ Ai+1, then X −Ai ⊂ X −Ai+1. Hence, by what we just proved,

limµ(X −An) = µ(∪(X −Ai)).

Hence,

limµ(An) = lim [µ(X)− µ(X −An)] = µ(X)− µ(∪(X −Ai))
= µ(X − ∪(X −Ai)) = µ(∩Ai).
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1.3 EXAMPLES

10.15 Cantor Set: Recall the Cantor set P obtained by repeatedly deleting the open mid-
dle thirds of the closed interval [0, 1], discussed in 2.44. The set removed altogether
from the closed set [0, 1] is a disjoint union of open intervals

U = ( 1
3 ,

2
3 )︸ ︷︷ ︸t ( 1

9 ,
2
9 ) t ( 7

9 ,
8
9 )︸ ︷︷ ︸t ( 1

27 ,
2
27 ) t ( 7

27 ,
8
27 ) t ( 19

27 ,
20
27 ) t ( 25

27 ,
26
27 )︸ ︷︷ ︸t · · · ,

so that
P = [0, 1]− U.

We know that P is a closed set, so it is Lebesgue measurable. It is clear that

λ(U) =
1

3
+

2

32
+

22

33
+ · · · = 1

3
· 1

1− 2
3

= 1.

By the additivity of Lebesgue measure,

µ([0, 1]) = µ(P t U) = µ(P ) + µ(U) = µ(P ) + λ(U),

we obtain
µ(P ) = µ([0, 1])− λ(U) = 1− 1 = 0.

It is known that P is an uncountable set. Hence a uncountable set may still have
Lebesgue measure zero.

10.16 Theorem Any Lebesgue measurable subset of R with positive measure contains a
non-measurable subset.

Proof In R, we define a relation x ∼ y of two points x and y, if x− y ∈ Q. It is easy
to check that this is an equivalence relation, by

(a) x ∼ x, since x− x = 0 ∈ Q;

(b) if x ∼ y, then y ∼ x, since y − x = −(x− y) ∈ Q;

(c) if x ∼ y and y ∼ z, then x ∼ z, since x− z = (x− y) + (y − z) ∈ Q.

Hence, we can decompose the set R into a disjoint union of equivalence classes. Each
class contains the real numbers that are equivalent in terms of this relation. Thus,
each class is in the form of x + Q, where x is any member in the class. For each
class, we choose one member in (x+Q)∩ [0, 1], so that we form a subset X of [0, 1].
Then, we have the decomposition

R =
⊔
r∈Q

(r +X).

In fact, for any p ∈ R, there is x ∈ X such that p − x ∈ Q. This gives that
p = r+ x ∈ r+X for some r ∈ Q. For any two distinct rational numbers r1 and r2,
we must have (r1 + X) ∩ (r2 + X) = ∅. Otherwise there are x1, x2 ∈ X such that
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r1 + x1 = r2 + x2, which implies x1 − x2 = r2 − r1 ∈ Q. By the construction of X,
the last equation holds only if x1 = x2, so that r1 = r2, a contradiction.

We claim that µ∗(X) = 0. In fact, for any closed subset K ⊂ X, if r1, . . . , rn ∈
[0, 1] ∩Q, since {rn +K} are disjoint closed subsets in [0, 2], we have

nλ(K) = λ(r1 +K) + · · ·+ λ(rn +K)

= λ((r1 +K) t · · · t (rn +K))

≤ λ([0, 2]) = 2.

Since n is arbitrary, we have λ(K) = 0, which implies µ∗(X) = 0.

Let A be a measurable subset with µ(A) > 0. We claim that there is a rational
number r such that A ∩ (r + X) is not measurable. In fact, if A ∩ (r + X) is
measurable for each rational r, then, from

A = A ∩
⊔
r∈Q

(r +X) =
⊔
r∈Q

(A ∩ (r +X)),

we have

µ(A) =
∑
r∈Q

µ(A ∩ (r +X)),

by the countable additivity. Since µ(A ∩ (r + X)) ≤ µ∗(r + X) = µ∗(X) = 0, we
have µ(A) = 0, a contradiction to the hypothesis µ(A) > 0. It follows that there is
a rational number r such that the subset A ∩ (r +X) of A is not measurable.

1.4 MEASURABLE FUNCTIONS

10.17 Measurable Function: Let f be a function defined on a measure space (X,Σ, µ).
The function f is said to be measurable if the set

{x ∈ X : f(x) > a} = f−1(a,∞)

measurable, for every real a. in Σ.

10.18 Theorem The following statements are equivalent:

(a) {x ∈ X : f(x) > a} is measurable for every real a.

(b) {x ∈ X : f(x) ≥ a} is measurable for every real a.

(c) {x ∈ X : f(x) < a} is measurable for every real a.

(d) {x ∈ X : f(x) ≤ a} is measurable for every real a.

Proof The equivalences can be proved by the following relations: (a)⇒ (b)⇒ (c)⇒
(d)⇒ (a)
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{x ∈ X : f(x) ≥ a} =

∞⋂
n=1

{x ∈ X : f(x) > a− 1/n},

{x ∈ X : f(x) < a} = X − {x ∈ X : f(x) ≥ a},

{x ∈ X : f(x) ≤ a} =

∞⋂
n=1

{x ∈ X : f(x) < a+ 1/n},

{x ∈ X : f(x) > a} = X − {x ∈ X : f(x) ≤ a}.

10.19 Theorem Let (X,Σ, µ) be a measure space. The measurable functions have the
following properties:

(a) If f and g are measurable, then c1f + c2g is measurable for any real c1, c2.

(b) If f and g are measurable, then fg is measurable.

(c) If f is measurable, and g is continuous, then g ◦ f is measurable. In particular,
|f | is measurable, and 1/f is measurable if f(x) 6= 0 for any x ∈ X.

(d) If {fn} is a sequence of measurable functions, thenSee 3.16

sup fn, inf fn, lim fn, lim fn

are all measurable functions.

(e) If X = ∪Xi, and Xi ∈ Σ, then f is measurable if and only if the restrictions
f |Xi

are measurable.

Proof (a) We only need to show that f + g and cf are measurable, where c is any
real number.

For any real a, f(x) + g(x) > a if and only if f(x) > r and g(x) > a − r for some
rational r. Hence,

{x ∈ X : f(x) + g(x) > a} =
⋃
r∈Q

[
{x ∈ X : f(x) > a} ∩ {x ∈ X : g(x) > a− r}

]
.

This implies f + g is measurable if f and g are measurable.

For the scalar multiplication cf , if c = 0, then

{x ∈ X : cf(x) > a} =

{
∅, if a ≥ 0,

X, if a < 0.

If c 6= 0, then

{x ∈ X : cf(x) > a} =

{
{x ∈ X : f(x) > a/c}, if c > 0,

{x ∈ X : f(x) < a/c} if c < 0.

Hence cf is measurable.
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(b) If we can show that f2 is measurable if f is measurable, then, from fg =
1
4

[
(f + g)2 − (f − g)2

]
, by (a), we know fg is measurable. Indeed, if a < 0, {x ∈

X : f2(x) < a} = ∅. If a ≥ 0, then

{x ∈ X : f2(x) < a} = {x ∈ X : f(x) <
√
a} ∩ {x ∈ X : f(x) > −

√
a}.

(c) Since (g◦f)−1 = f−1◦g−1, to show that g◦f is measurable, we need to show that
f−1 ◦ g−1(a,∞) is measurable for any real a. In fact, g is continuous, by Theorem
4.8, g−1(a,∞) is open. This allows us to write g−1(a,∞) = t(ci, di). Hence,

{x ∈ X : (g ◦ f)(x) > a} = (g ◦ f)−1(a,∞)

= f−1 ◦ g−1(a,∞)

= f−1(t(ci, di))

= ∪f−1(ci, di)

= ∪{x ∈ X : ci < f(x) < di}
= ∪

[
{x ∈ X : f(x) < di} − {x ∈ X : f(x) ≤ ci}

]
.

Thus, g ◦ f is measurable.

In particular, since g(y) = |y| is continuous, we know that |f | is measurable if f is
measurable. Similarly, the function g(y) = 1/y is continuous for y 6= 0. Hence the
function 1/f is measurable if f(x) 6= 0 for any x ∈ X.

(d) Put g = sup fn. By the definition, g(x) = sup
n
{fn(x)}. Hence,

{x ∈ X : g(x) > a} = {x ∈ X : there exist n for which fn(x) > a}

=

∞⋃
n=1

{x ∈ X : fn(x) > a}.

Thus, sup fn is measurable. It follows that inf fn = − sup(−fn) is measurable. The
functions lim fn and lim fn are measurable, since

lim fn(x) = inf
n

(sup{fn(x), fn+1(x), fn+2(x), . . . }),

and
lim fn(x) = sup

n
(inf{fn(x), fn+1(x), fn+2(x), . . . }).

(e) The equivalence is due to the following two identities:

f−1(U) = ∪ (f |Xi
)
−1

(U), (f |Xi
)
−1

(U) = Xi ∩ f−1(U).

• Corollary:

(a) If f and g are measurable, then max(f, g) and min(f, g) are measurable. In
particular,

f+ = max(f, 0), f− = −min(f, 0),
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are measurable.

(b) The limit of a convergent sequence of measurable functions is measurable.

10.20 Characteristic Function, Simple Function: For any subset A ⊂ X, put

χA(x) =

{
1, if x ∈ A,

0, if x /∈ A.

χA is called the characteristic function of A.

For a finite collection of distinct numbers c1, . . . , cn, we define a simple function as

s(x) =

n∑
i=1

ciχXi
(x),

a finite linear combination of characteristic functions.

• A simple function s is measurable if and only if {Xi} are measurable.

• If necessary, we can re-write the expression of a simple function s so that {Xi} are
disjoint. By adding 0 · χX−∪Xi

, we may further assume that {Xi} form a partition
of X:If s(x) =∑n

i=1 ciχXi
(x),

t(x) =
∑m

i=1 diχYi
(x),

then max(s(x), t(x)) =∑
i,j max(ci, dj)χXi∩Yj

(x)

P : X = X1 t · · · tXn.

• Finite linear combinations of simple functions are simple. The maximum and min-
imum of finitely many simple functions are simple. The absolute value of simple
functions are simple.

10.21 Theorem Let (X,Σ, µ) be a measure space. A measurable function with lower
bound is the limit of an increasing sequence of simple functions. A bounded mea-
surable function is the uniform convergent limit of an increasing sequence of simple
functions.

Proof If f is a bounded measurable function, say a < f(x) < b for x ∈ X, we
consider a partition of [a, b],

Π : a = c0 < c1 < · · · < ck = b.

Put Xi = {x ∈ X : ci−1 < f(x) ≤ ci}, 1 ≤ i ≤ k. The collection {Xi} forms a

partition of X: X =
⊔k
i=1Xi. Define a simple function s by

s(x) =

k∑
i=1

(
inf
Xi

f

)
χXi

(x).

Since ci−1 ≤ s(x) = infXi f ≤ f(x) ≤ ci on Xi, we have

f(x)− ‖Π‖ ≤ s(x) ≤ f(x), x ∈ X,
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where ‖Π‖ = maxi(ci − ci−1).

Hence, for each partition Π, we can construct a simple function s as above. Take a
sequence of partitions {Πn} such that for each n, Πn is a refinement of Πn−1, andso ‖Πn‖ ≤ ‖Πn−1‖
‖Πn‖ → 0 as n → ∞. We obtain the corresponding sequence of simple functions
{sn}. Obviously they are increasing. By

0 ≤ f(x)− sn(x) ≤ ‖Πn‖, x ∈ X,

we know that sn converges to f uniformly on X.

If f(x) > a for x ∈ X, then for any fixed integer n, we consider a partition Π of
[a, n],

Π : a = c0 < c1 < · · · < ck = n.

Put Xi = {x ∈ X : ci−1 < f(x) ≤ ci}, 1 ≤ i ≤ k, and X̃ = {x ∈ X : f(x) > n}. We
have a partition of X: X1 t · · · tXk t X̃, and define a simple function s by

s(x) =

k∑
i=1

(
inf
Xi

f

)
χXi(x) + nχX̃(x).

Similarly to the bounded case, we have

f(x)− ‖Π‖ ≤ s(x) ≤ f(x), x ∈
k⊔
i=1

Xi = X − X̃.

For each n, we take a partition Πn, such that

(1) In [a, n], the partition Πn is a refinement of Πn−1 ∪ (n− 1, n].

(2) ‖Πn‖ → 0 as n→∞. we can take
‖Πn‖ ≤ (n− a)/n2.

Then, the corresponding sequence of simple functions {sn} is increasing. Since for
any fixed x ∈ X, there is an integer n such that a < f(x) ≤ n, we have

0 ≤ f(x)− sn(x) ≤ ‖Πn‖,

we know that sn(x)→ f(x) as n→∞.

1.5 INTEGRATION

10.22 Lebesgue Integral: Let (X,σ, µ) be a measure space, with µ(X) <∞. A partition
P of X is a finite collection of measurable subsets {Xi}, 1 ≤ i ≤ n, such that

P : X = X1 tX2 t · · · tXn.

Suppose f is a bounded real function defined on X. On each subset Xi, put

Mi = sup
x∈Xi

f(x), mi = inf
x∈Xi

f(x).
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Similarly to the upper and lower Riemann sums, we can form the following upper
and lower Lebesgue sums:

U(P, f) =

n∑
i=1

Miµ(Xi), L(P, f) =

n∑
i=1

miµ(Xi).

Since f is bounded, there exist m and M such that for x ∈ [a, b],

m ≤ f(x) ≤M.

Hence, for each fixed partition P ,

mµ(X) ≤ L(P, f) ≤ U(P, f) ≤Mµ(X),

so that the upper and lower Lebesgue sums U(P, f) and L(P, f) are bounded with
respect to the partitions.

By taking the inf and the sup over all partitions P of X, we define the upper Lebesgue
integral ∫

X

f dµ = U(f) = inf
P
U(P, f)

and the lower Lebesgue integral∫
X

f dµ = L(f) = sup
P
L(P, f).

These two values, the upper Lebesgue integral and the lower Lebesgue integral, are
well-defined and finite, for any bounded function f .

If the upper and lower integrals are equal, we denote the common value by∫
X

f dµ,

and we say that f is Lebesgue-integrable on X, and write f ∈ L (X). Here L (X)
denotes the set of Lebesgue-integrable functions on X.

• Suppose A is a measurable subset of X. If f is a bounded function on X such that
the function fχA is is Lebesgue-integrable on X. We define the Lebesgue integral of
f on A to be the Lebesgue integral of fχA on X, and write∫

A

f dµ =

∫
X

fχA dµ.

• For convenience, we define the oscillation of f on a set I by

ωI(f) = sup
x∈I

f(x)− inf
x∈I

f(x) = sup{|f(x)− f(y)| : x, y ∈ I}.
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It is clear that

U(P, f)− L(P, f) =
∑
i

ωXi
(f)µ(Xi).

10.23 Theorem Suppose f is a bounded function on a measure space (X,Σ, µ) with
µ(X) < ∞. Then f ∈ L (X) if and only if for any ε > 0, there is a partition
P = {Xi} of X such that

U(P, f)− L(P, f) =
∑
i

ωXi(f)µ(Xi) < ε.

Proof Let ε > 0 be given. Suppose there is a partition P of X such that U(P, f)−
L(P, f) < ε. Since

L(P, f) ≤
∫
X

f dµ ≤
∫
X

f dµ ≤ U(P, f),

we have

0 ≤
∫
X

f dµ−
∫
X

f dµ < ε.

Since ε is arbitrary, we have ∫
X

f dµ−
∫
X

f dµ = 0,

which implies f ∈ L .

Conversely, suppose f ∈ L . There are partitions P1 = {Xi} and P2 = {Yj} of X,
such that ∫

X

f dµ− L(P1, f) < ε/2,

and

U(P2, f)−
∫
X

f dµ < ε/2.

If we choose P = {Zl} as

Zl = Xi ∩ Yj ,

then each Zl is measurable. It is also clear that, if l1 6= l2, then (i1, j1) 6= (i2, j2), so
that at least one of Xi1 ∩Xi2 and Yj1 ∩ Yj2 is empty. Hence,

Zl1 ∩ Zl2 = (Xi1 ∩ Yj1) ∩ (Xi2 ∩ Yj2) = (Xi1 ∩Xi2) ∩ (Yj1 ∩ Yj2) = ∅.

and

∪lZl = ∪i,j(Xi ∩ Yj) = ∪iXi ∩ (∪jYj) = ∪iXi ∩X = ∪iXi = X.
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In other words, P is the the common refinement of P1 and P2, with each Zl being a
subset of some Xi and Yj . By the definitions of the upper Lebesgue sum, we have

U(P, f) =
∑
l

(
sup
x∈Zl

f(x)

)
µ(Zl) =

∑
i

∑
j

(
sup

x∈Xi∩Yj

f(x)

)
µ(Xi ∩ Yj)

≤
∑
i

∑
j

(
sup
x∈Xi

f(x)

)
µ(Xi ∩ Yj)

=
∑
i

(
sup
x∈Xi

f(x)

)∑
j

µ(Xi ∩ Yj)

=
∑
i

(
sup
x∈Xi

f(x)

)
µ(Xi) = U(P1, f).

Similarly, we have L(P2, f) ≤ L(P, f). Hence, by combining the early inequalities,

and

∫
X

f dµ =

∫
X

f dµ =

∫
X

f dµ, we have

U(P, f) ≤ U(P2, f) <

∫
X

f dµ+ ε/2 < L(P1, f) + ε ≤ L(P, f) + ε.

that is,

U(P, f)− L(P, f) < ε.

• Corollary If f is a bounded function defined on [a, b] such that f is Riemann
integrable, then f is Lebesgue integrable andHere the Lebesgue mea-

sure is the one studied
at the beginning of the
Chapter.

∫ b

a

f(x) dx =

∫
[a,b]

f dµ.

10.24 Almost Everywhere: Suppose E is a subset of X. If a property holds for every
x ∈ E − A, and if µ(A) = 0, we say that the property holds almost everywhere on
E.

• Let B be the set on which the property does not hold. It is clear that B ⊂ A. In
general, the set B is not necessary measurable, unless the measure space (X,Σ, µ)
is complete.

10.25 Theorem Suppose f is a bounded function on a measure space (X,Σ, µ) with
µ(X) < ∞. Then f ∈ L (X) if and only if f is equal to a measurable function
almost everywhere on X.

Proof Suppose f = g on X −A, with g being a measurable function and µ(A) = 0.
Assume m < f(x) < M . Choose a partition Π of [m,M ]:

Π: m = c0 < c1 < · · · < ck = M,
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so that ‖Π‖ = maxi(ci − ci−1) < ε/µ(X). Put

Xi = {x ∈ X : ci−1 < f(x) ≤ ci} ∩ (X −A), 1 ≤ i ≤ k.

Since f = g on X −A, we know that Xi = {x ∈ X : ci−1 < g(x) ≤ ci} ∩ (X −A), so
that each Xi is measurable. It is clear that

P : X1 t · · · tXk tA = X

form a partition of X. Since

ωXi(f) ≤ ci − ci−1 < ε/µ(X), µ(A) = 0,

we have

U(P, f)− L(P, f)

≤
k∑
i=1

ωXi
(f)µ(Xi) + ωA(f)µ(A)

<
ε

µ(X)

k∑
i=1

µ(Xi) + (M −m) · 0 = ε.

By Theorem 10.21, we know that f ∈ L (X).

Conversely, suppose f ∈ L (X). By Theorem 10.23, for each positive integer n, there

is a partition Pn = {X(n)
i } such that

U(Pn, f)− L(Pn, f) <
1

n
, n = 1, 2, 3, . . . .

Put

φn(x) =
∑
i

(
inf
X

(n)
i

f

)
χ
X

(n)
i

(x), ψn(x) =
∑
i

 sup
X

(n)
i

f

χ
X

(n)
i

(x),

and
f∗(x) = sup

n
φn(x), f∗(x) = inf

n
ψn(x).

Since f is bounded on X, these functions are all well defined on X, with

f∗(x) ≤ f(x) ≤ f∗(x), x ∈ X.

Since all {X(n)
i } are measurable, the simple functions {φn} and {ψn} are measurable,

so that f∗ and f∗ are measurable by Theorem 10.19.

We claim that for any δ > 0, the measurable set

Aδ = {x ∈ X : f∗(x)− f∗(x) > δ}
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is of zero measure. If fact, for any positive integer n, by the above construction,
there is a partition Pn, with the corresponding two simple functions φn and ψn, such
that

1

n
>
∑
i

ω
X

(n)
i

(f)µ(X
(n)
i ) ≥

∑
ω

X
(n)
i

(f)>δ

ω
X

(n)
i

(f)µ(X
(n)
i ) ≥ δµ(∪ω

X
(n)
i

(f)>δX
(n)
i ).

By the inequality
f∗(x)− f∗(x) ≤ ψn(x)− φn(x),

and
ψn(x)− φn(x) = ω

X
(n)
i
f(x), x ∈ X(n)

i ,

we have
Aδ ⊂ ∪ω

X
(n)
i

(f)>δX
(n)
i ,

which implies

µ(Aδ) ⊂ µ(∪ω
X

(n)
i

(f)>δX
(n)
i ) ≤ 1

nδ
.

Since n is arbitrary, we conclude that µ(Aδ) = 0.

Since

A0 = {x : f∗(x) 6= f∗(x)} =

∞⋃
n=1

A1/n,

by the countable sub-additivity, we have

µ(A0) ≤
∞∑
n=1

µ(A1/n) = 0.

It is clear that f(x) = f∗(x) = f∗(x) on X − A0. Hence f is equal to a measurable
function almost everywhere on X.

10.26 Theorem Let (X,Σ, µ) be a measure space. The following properties of the
Lebesgue integral hold:

(a) If A is a measurable set, and if f ∈ L (X), then f is Lebesgue integrable on A.

(b) If A is measurable, then

∫
X

χA dµ = µ(A);

(c) If f, g ∈ L (X), and if a, b are constants, then∫
X

(af + bg) dµ = a

∫
X

f dµ+ b

∫
X

g dµ;

(d) If f, g ∈ L (X), and if f ≥ g on X, then∫
X

f dµ ≥
∫
X

g dµ,
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and the equality holds if and only if f = g almost everywhere;

(e) If f ∈ L (X), and if A,B are measurable sets, then∫
A∪B

f dµ =

∫
A

f dµ+

∫
B

f dµ−
∫
A∩B

f dµ.

Proof (a) If A is measurable, then χA is a measurable function. If f ∈ L (X),
by Theorem 10.25, f is equal to a measurable function g almost everywhere on X.
It follows from Theorem 10.19(b) that gχA is measurable. Hence fχA is Lebesgue
integrable since it is equal to gχA almost everywhere on X.

(b) If A is measurable, then for the partition P0 of X:

P0 : A t (X −A),

we have L(P0, χA) = U(P0, χA) = 1 · µ(A) + 0 · µ(X −A) = µ(A). Thus

µ(A) ≤ sup
P
L(P, χA) =

∫
X

χA dµ ≤
∫
X

χA dµ = inf
P
U(P, χA) ≤ µ(A),

i.e.,

∫
X

χA dµ = µ(A).

We omit the proofs of (c) and the inequality in (d), since they are similar to that of
Theorem 6.12. We will prove the second part of (d) at the end of this proof.

(e) The identity
χA∪B = χA + χB − χA∩B

gives the desired identity.

(d) For the second part of (d), we only need to prove that if f ≥ 0 is Lebesgue second part of (d)

integrable, and

∫
X

f dµ = 0, then f = 0 almost everywhere.

Let ε > 0 be given. The hypotheses imply there is a partition P of X, P = {Xi},
such that

0 ≤ L(P, f) ≤
∑

f(x∗i )µ(Xi) ≤ U(P, f) < ε2,

for any choice if x∗i ∈ Xi. Put

Yε = t{Xi : sup
x∈Xi

f(x) > 2ε}.

Then, on each Xi on which supx∈Xi
f(x) > 2ε, we can choose x∗i ∈ Xi such that

f(x∗i ) ≥ ε. It follows that

ε2 ≥ U(P, f) ≥
∑

f(x∗i )µ(Xi)

≥
∑

supXi
f>2ε

f(x∗i )µ(Xi) ≥
∑

supXi
f>2ε

εµ(Xi) = ε · µ(Yε),
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so that µ(Yε) < ε.

Take any positive sequence {εn} such that
∑
εn converges. It is clear that 0 ≤

f(x) ≤ 2εn for all n ≥ k and x ∈ X −∪n≥kYεn . Since limn→∞ εn = 0, we know that
f = 0 on X − ∪n≥kYεn for every k. Hence f = 0 on

∪k(X − ∪n≥kYεn) = X − ∩k(∪n≥kYεn).

Put Y = ∩k(∪n≥kYεn). If we can show that µ(Y ) = 0, then f = 0 is almost
everywhere. Indeed, by the monotonicity and the countable sub-additivity, we have

µ(Y ) ≤ µ(∪n≥kYεn) ≤
∑
n≥k

µ(Yεn ≤
∑
n≥k

εn → 0,

as k →∞, which implies µ(Y ) = 0.

1.6 EXTENSION OF INTEGRATION

10.27 Unbounded Functions on Extended Measure Space: Let (X,Σ, µ) is an ex-
tended measure space, with µ(X) possibly being infinite. For any function f on X,
define

f[a,b](x) =


f(x), if a ≤ f(x) ≤ b,
b, if f(x) > b,

a, if f(x) < a.

• If f is an almost measurable function on an extended measure space (X,Σ, µ), then
f[a,b] is almost measurable, since

{x ∈ X : f[a,b](x) > c} =

{
{x ∈ X : f(x) > c}, if a ≤ c ≤ b,
∅, if c < a or b < c.

• Let f be an almost measurable function on an extended measure space (X,Σ, µ),
with µ(X) possibly being infinite.. Suppose I is a fixed finite number. We say that

f is Lebesgue integrable on X, with

∫
X

f µ = I, if for any ε > 0, there are N > 0

and Y ∈ Σ with µ(Y ) <∞, such that∣∣∣∣∫
A

f[a,b] dµ− I
∣∣∣∣ < ε

whenever A ∈ Σ, A ⊃ Y , µ(A) <∞, a < −N , and b > N .

• The assumption that f is almost measurable implies that the function f[a,b] is almost

measurable, by Theorem 10.25, so that the integral

∫
A

f[a,b] dµ is well-defined. Hence,

the integrability means the convergence of the integral as a → −∞, b → +∞, and
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“A→ X” with µ(A) <∞. In particular, if f is bounded and µ(X) < +∞, then, by
Theorem 10.25, the integrability of f on X is equivalent to almost measurable of f
on X.

10.28 Non-Negative Functions: For any function f on X,

f+ = max(f, 0) ≥ 0, f− = −min(f, 0) ≥ 0,

then

f = f+ − f−,
|f | = f+ + f−.

If a < 0 and b > 0, then

f[a,b] = f[0,b] + f[a,0] = f+
[0,b] − f

−
[0,−a],

so that ∫
A

f[a,b] dµ =

∫
A

f+
[0,b] dµ−

∫
A

f−[0,−a] dµ.

10.29 Theorem An almost measurable function f on a measure space (X,Σ, µ) is Lebesgue

integrable if and only if

∫
X

f dµ is bounded, i.e., there is M > 0 such that∣∣∣∣∫
A

f[a,b] dµ

∣∣∣∣ ≤M,

for any a < b and A ∈ Σ with finite µ(A). Moreover, the following are equivalent:

(a) f is Lebesgue integrable;

(b) |f | is Lebesgue integrable;

(c) f+ and f− are Lebesgue integrable.

Proof Let ε > 0 be given. For the convenience, we use I(f) to denote that f is

Lebesgue integrable on X, and B(f) that

∫
X

f dµ is bounded.

(1) We show that for a non-negative function f , I(f) is equivalent to B(f). In fact,
if f is Lebesgue integrable, there are N > 0 and Y ∈ Σ with µ(Y ) <∞, such that∣∣∣∣∫

A

f[a,b] dµ− I
∣∣∣∣ < 1

whenever A ∈ Σ, A ⊃ Y , µ(A) <∞, a < −N , and b > N . Thus, for any a < b and
A ∈ Σ with finite µ(A), we have∣∣∣∣∫

A

f[a,b] dµ

∣∣∣∣ ≤ ∣∣∣∣∫
A∪Y

f[−|a|−N−1,|b|+N+1] dµ

∣∣∣∣
≤
∣∣∣∣∫
A∪Y

f[−|a|−N−1,|b|+N+1] dµ− I
∣∣∣∣+ |I| ≤ 1 + |I|,
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so that

∫
X

f dµ is bounded. Conversely, if for a non-negative function f ,

∫
X

f dµ is

bounded, we can put

I = sup
a<b,A

∫
A

f[a,b] dµ <∞,

where the supremum is taken for all a < b and A ∈ Σ with finite µ(A). Hence, for
any ε > 0, there are a0 < b0, A0 ∈ Σ with finite µ(A0) such that

0 ≤ I −
∫
A0

f[a0,b0] dµ < ε.

Put N = max{|a0|, |b0|}. Then, since f is non-negative, for any A ∈ Σ, A ⊃ A0,
µ(A) <∞, a < −N , and b > N , we have

0 ≤ I −
∫
A

f[a,b] dµ ≤ I −
∫
A0

f[a0,b0] dµ < ε,

which implies that

∫
X

f µ = I.

(2) We show that I(f) is equivalent to I(f+) and I(f−). In fact, if f+ and f− are
Lebesgue integrable, then, by

f = f+ − f−,

we know that f is Lebesgue integrable. Conversely, if f is Lebesgue integrable, then,
there are N > 0 and Y ∈ Σ with µ(Y ) <∞, such that∣∣∣∣∫

A

f[a,b] dµ− I
∣∣∣∣ < ε

whenever A ∈ Σ, A ⊃ Y , µ(A) <∞, a < −N , and b > N . It follows that whenever
A ∈ Σ, A ⊃ Y , µ(A) <∞, a1, a2 < −N , and b1, b2 > N , we have∣∣∣∣∫

A

f[a1,b1] dµ−
∫
A

f[a2,b2] dµ

∣∣∣∣ ≤ ∣∣∣∣∫
A

f[a1,b1] dµ− I
∣∣∣∣+

∣∣∣∣∫
A

f[a2,b2] dµ− I
∣∣∣∣ < 2ε.

Since

f[a,b] = f+
[0,b] − f

−
[0,−a],

if we take a1 = a2, the last inequality gives∣∣∣∣∫
A

f+
[0,b1] dµ−

∫
A

f+
[0,b2] dµ

∣∣∣∣ < 2ε.

This implies that f+ is Lebesgue integrable. Similarly, we can also show that f− is
Lebesgue integrable.
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(3) We show that if B(f) is equivalent to B(f+) and B(f−). In fact, it is easy

to see that if

∫
X

f+ dµ and

∫
X

f− dµ are bounded, then

∫
X

f dµ is bounded, since

f = f+ − f−. Conversely, if

∫
X

f dµ is bounded, then, there is M > 0 such that

∣∣∣∣∫
A

f[a,b] dµ

∣∣∣∣ ≤M,

for any a < b and A ∈ Σ with µ(A) finite. By putting a = 0 and b > 0, and a < 0

and b = 0, respectively, we have the boundness of

∫
X

f+ dµ and

∫
X

f− dµ.

Now we ready to prove that I(f) is equivalent to B(f). This is obvious from the
following equivalences:

I(f) ⇐⇒ I(f+) and I(f−) by part (2)

⇐⇒ B(f+) and B(f−) by part (1)

⇐⇒ B(f) by part (3).

For the integrability of |f |, we can similarly, as part (2), prove that I(|f |) is equivalent
I(f+) and I(f−), so that I(|f |) is equivalent to I(f).

10.30 Theorem (Comparison Test) If f is almost measurable, g is Lebesgue integrable,
and |f | ≤ g, then f is Lebesgue integrable.

Proof By Theorem 10.29, the integral

∫
X

g dµ is bounded. The inequality implies

that the integral

∫
X

f dµ is bounded, so that f is Lebesgue integrable, again by

Theorem 10.29.
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10.31 Theorem Suppose f is a non-negative Lebesgue integrable function on a measure
space (X,Σ, µ). Then there is an increasing sequence of measurable simple functions
{φn}, such that φn ≤ f , lim

n→∞
φn = f almost everywhere, and The same conclusion

holds even when∫
X
f dµ = +∞. The

proof is omitted.

∫
X

f dµ = lim
n→∞

∫
X

φn dµ.

Proof If f is a bounded function on a measure space (X,Σ, µ) with µ(X) < ∞, in
the proof of Theorem 10.25, we know that∫

X

f dµ = sup
φ≤f

φ simple

∫
X

φ dµ.
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It follows that there is a sequence of measurable simple functions {ψn}, such that

ψn ≤ f and

∫
X

ψn dµ =

∫
X

f dµ. The same result is also true when f is unbounded,

or µ(X) = +∞, since∫
X

f dµ = sup
µ(A)<+∞

b>0

∫
A

f[0,b] dµ

= sup
µ(A)<+∞

b>0

sup
φ≤f[0,b]
φ simple

∫
A

φ dµ

= sup
µ(A)<+∞

φ ≤ f[0,b] for some b > 0
φ simple

∫
A

φdµ = sup
φ≤f

φ simple

∫
X

φ dµ.

Put φn = max{ψ1, . . . , ψn}. Then {φn} is an increasing sequence of measurable

simple functions, satisfying φn ≤ f and lim
n→∞

∫
X

φn µ =

∫
X

f dµ.simple functions, by
10.20

To see that lim
n→∞

φn = f almost everywhere, we notice that∫
X

f dµ = lim
n→∞

∫
X

φn dµ ≤
∫
X

lim
n→∞

φn dµ ≤
∫
X

f dµ.

It follows from Theorem 10.26(d) that lim
n→∞

φn = f almost everywhere.

10.32 Theorem (Monotone Convergence Theorem) Suppose {fn} is an increasing
sequence of almost measurable functions on a measure space (X,Σ, µ). Assume that∫
X

f1 dµ is finite. Then

lim
n→∞

∫
X

fn dµ =

∫
X

lim
n→∞

fn dµ.

Proof Put gn = fn − f1. Then {gn} is an increasing sequence of non-negative
measurable functions. Let g = lim

n→∞
gn. Then g is measurable and gn ≤ g, so that

lim
n→∞

∫
X

gn dµ ≤
∫
X

g dµ.

To prove the last inequality in the reverse direction,∫
X

g dµ ≤ lim
n→∞

∫
X

gn dµ,

by Theorem 10.31, we only need to show that∫
X

φ dµ ≤ lim
n→∞

∫
X

gn dµ,
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for any measurable simple function φ satisfying φ ≤ g. In fact, for any fixed 0 <
α < 1, the set

Xn = {x : gn(x) ≥ αφ(x)}
is measurable, and Xn ≤ Xn+1. For any x ∈ X, if φ(x) = 0, then gn(x) ≥ αφ(x);
if φ(x) > 0, then lim

n→∞
gn(x) ≥ φ(x) > αφ(x), so that gn(x) > αφ(x) for some n.

It follows that X = ∪Xn. For any measurable set A with finite µ(A), by Theorem
10.14(c), we have∫

X

χA dµ = µ(A) = lim
n→∞

µ(A ∩Xn) = lim
n→∞

∫
Xn

χA dµ.

Hence, by taking finite linear combinations of χA for such A, we have∫
X

αφdµ = lim
n→∞

∫
Xn

αφdµ ≤ lim
n→∞

∫
Xn

gn dµ ≤ lim
n→∞

∫
X

gn dµ.

We let α→ 1− and have ∫
X

φ dµ ≤ lim
n→∞

∫
X

gn dµ.

Finally, since

∫
X

f1 dµ is finite, by adding it to the both sides of the equality

lim
n→∞

∫
X

gn dµ =

∫
X

lim
n→∞

gn dµ,

we conclude the equality in the theorem for {fn}.

10.33 Theorem (Fatou’s Lemma) Suppose {fn} is a sequence of almost measurable

functions, such that

∫
X

inf fn dµ is finite. Then∫
X

lim
n→∞

fn dµ ≤ lim
n→∞

∫
X

fn dµ.

Similarly, if

∫
X

sup fn dµ is finite. Then

lim
n→∞

∫
X

fn dµ ≤
∫
X

lim
n→∞

fn dµ.

Proof We only need to prove the first inequality, since the second one can be obtain
from the first one by considering {−fn}.
Put gn = inf{fn, fn+1, fn+2, . . . }. Then {gn} is an increasing sequence of measurable

functions, with

∫
X

g1 dµ being finite. It is clear that lim
n→∞

gn = lim
n→∞

fn. By the

Monotone Convergence Theorem, we have∫
X

lim
n→∞

fn dµ =

∫
X

lim
n→∞

gn dµ = lim
n→∞

∫
X

gn dµ.
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On the other hand, since gn ≤ fn, we have

lim
n→∞

∫
X

gn dµ = lim
n→∞

∫
X

gn dµ ≤ lim
n→∞

∫
X

fn dµ.

Combining these yields the inequality of the theorem.

10.34 Example Let (R,Σ, µ) be Borel σ-algebra, equipped with the usual measure. In

other words, a subset A ∈ Σ if it can be formed from open sets through the operations
of countable union, countable intersection, and complement, while µ(a, b) = b− a.

Consider the sequence {fn}, where

f(x) =

{
1
n , if x ∈ [0, n],

0, otherwise.

It is clear that {fn} is a sequence of measurable functions in the measure space
(R,Σ, µ), and lim

n→∞
fn = 0. The strict inequality in Fatou’s Lemma holds:

∫
X

lim
n→∞

fn dµ = 0 < 1 = lim
n→∞

∫
X

fn dµ.

10.35 Theorem (Dominated Convergence Theorem) Suppose {fn} is a sequence
of almost measurable functions, and lim

n→∞
fn = f almost everywhere. Assume that

|fn| ≤ g almost everywhere, with

∫
X

g dµ <∞. Then

lim
n→∞

∫
X

fn dµ =

∫
X

lim
n→∞

fn dµ =

∫
X

f dµ.

Proof The inequality |fn| ≤ g implies | inf fn| ≤ g and | sup fn| ≤ g. By the
Comparison Test (Theorem 10.30), we know that the integrability of g implies that
both inf fn and sup fn are integrable. By Fatou’s Lemma,∫

X

lim
n→∞

fn dµ ≤ lim
n→∞

∫
X

fn dµ ≤ lim
n→∞

∫
X

fn dµ ≤
∫
X

lim
n→∞

fn dµ.

Since lim
n→∞

fn = lim
n→∞

fn = lim
n→∞

fn, we conclude the theorem.

10.35 Theorem (Lebesgue Theorem) A bounded function on [a, b] is Riemann inte-
grable if and only if it is continuous almost everywhere.

Proof Suppose f is Riemann integrable. For each x ∈ [a, b], we define the oscillation
of f as

ω(x) = lim
ε→0+

ω(x−ε,x+ε)f.
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It is clear that f is continuous at x if and only if ω(x) = 0. Denote A to be the
collection of points at which f is not continuous. Then

A = {x : ω(x) > 0} = ∪A1/n,

where Aδ = {x : ω(x) > δ}. If we can prove that µ(Aδ) = 0 for any δ > 0, then, by
the countable sub-additivity, we conclude that f is continuous almost everywhere.

Indeed, for any ε > 0, there is a partition P of [a, b] by intervals,

P : a = x0 < x1 < · · · < xn = b,

such that ∑
ω[xi−1,xi](f)∆xi < εδ.

It is known that if ω(x) > δ for some x ∈ (xi−1, xi), then ω[xi−1,xi](f) ≥ ω(x) > δ.
Thus, if we put

Ωδ =
⊔

ω[xi−1,xi]
(f)>δ

(xi−1, xi),

then
Aδ ⊂ Ωδ t {x0, x1, · · · , xn}.

On the other hand, since

εδ >
∑

ω[xi−1,xi](f)∆xi ≥
∑

ω[xi−1,xi]
(f)>δ

ω[xi−1,xi](f)∆xi ≥ δ µ(Ωδ),

we have
µ(Ωδ) < ε,

so that µ(Aδ) < ε. By the arbitrariness of ε, we have µ(Aδ) = 0.

Conversely, suppose f is continuous almost everywhere. Let {Pn} be a sequence of
partitions of [a, b] by intervals, such that Pn+1 refines Pn and ‖Pn‖ → 0. For each
Pn, denote

φn =
∑(

inf
[xi−1,xi]

f

)
χ(xi−1,xi], ψn =

∑(
sup

[xi−1,xi]

f

)
χ(xi−1,xi].

Since Pn+1 refines Pn, we know that φn is decreasing and ψn increasing. For a point
x at which f is continuous, since ‖Pn‖ → 0, we know that

lim
n→∞

φn(x) = lim
n→∞

ψn(x) = f(x).

The boundedness of f implies that φ1 and ψ1 are both Lebesgue integrable, since we
can take P1 to be the whole interval [a, b]. By the Monotone Convergence Theorem,
we have

lim
n→∞

∫
[a,b]

φn dµ =

∫
[a,b]

lim
n→∞

φn dµ =

∫
[a,b]

f dµ

=

∫
[a,b]

lim
n→∞

ψn dµ = lim
n→∞

∫
[a,b]

ψn dµ.
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On the other hand, since∫
[a,b]

ψn dµ−
∫

[a,b]

φn dµ =
∑(

sup
[xi−1,xi]

f − inf
[xi−1,xi]

f

)
∆xi

=
∑

ω[xi−1,xi](f)∆xi,

by Theorem 6.6, the function f is Riemann integrable on [a, b].

Exercises

1 If K1 and K2 are bounded disjoint closed subsets of R, then λ(K1 ∪K2) = λ(K1) +
λ(K2).

2 If two sets A and B differ by a subset of Lebesgue measure zero, then A is Lebesgue
measurable if and only if B is Lebesgue measurable.

3 Suppose A is a bounded subset of R. Prove that the following statements are all
equivalent:

(a) A is Lebesgue measurable.

(b) For any ε > 0, there is a bounded open set U containing A, such that µ∗(U −
A) < ε.

(c) For any ε > 0, there is a closed set K contained in A, such that µ∗(A−K) < ε.

4 Suppose A is a bounded subset of R. Prove that A is Lebesgue measurable if and
only if for any ε > 0, there is a finite union U of open intervals, such that µ∗((U −
A) ∪ (A− U)) < ε.

5 Let f be a real Lipschitz function on R, that is, there is a constant L > 0 such that,
for any x, y ∈ R,

|f(x)− f(y)| ≤ L |x− y|.

Prove that if A is Lebesgue measurable, then f(A) is Lebesgue measurable.

6 Let C be a collection of some subsets in X such that X, ∅ ∈ C, and λ be a non-
negative-valued function on C satisfying λ(∅) = 0. Prove that

µ∗(A) = inf
{∑

λ(Ci) : A ⊂ ∪Ci, Ci ∈ C
}

is an outer measure, where the union ∪Ci is countable.

7 Prove that if an outer measure is invariant under some invertible transformation,
then the induced measure is also invariant under the transformation.
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8 Let µ be a measure on the σ-algebra of Lebesgue measurable subsets. Prove that if
µ(a, b) = b − a for any open interval (a, b), then µ is the Lebesgue measure. Then
use this prove that the Lebesgue measure is translation invariant

µ(A+ a) = µ(A),

and satisfies the dialation property

µ(cA) = |c|µ(A).

9 Let Σ be a σ-algebra on X that contains infinitely many subsets.

(a) Suppose A ∈ Σ and A contains infinitely many subsets in Σ. Prove that there
is a subset B ⊂ A, such that B ∈ Σ, B 6= A and B contains infinitely many
subsets in Σ.

(b) Prove that there is a strictly decreasing sequence of subsets in Σ. This implies
that X = t∞i=1Ai for some nonempty and disjoint Ai ∈ Σ.

(c) Prove that there are uncountably infinitely many subsets in Σ.

10 A measure space (X,Σ, µ) is complete if A ∈ Σ with µ(A) = 0, and if B ⊂ A, then
B ∈ Σ. Prove that in a complete measure space, a subset A ⊂ X is measurable if and
only if for any ε > 0, there are measurable subsets B and C, such that B ⊂ A ⊂ C
and µ(C −B) < ε.

11 Suppose (X,Σ, µ) is a measure space with finite µ(X). Egoroff Theorem says that
if fn are measurable and lim

n→∞
fn = f , then for any ε > 0, there is A ∈ Σ, such that

µ(X −A) < ε and fn converges uniformly on A.

Define

Xn,ε = {x : |fk(x)− f(x)| < ε for all k ≥ n}.

Prove Egoroff Theorem in the following steps.

(a) Show that lim
n→∞

fn = f on X if and only if X = ∪nXn,ε for any ε > 0.

(b) Show that lim
n→∞

fn = f uniformly if and only if for any ε > 0, there is n, such

that X = Xn,ε.

(c) Show that Xn,ε is increasing as n→∞ and is decreasing as ε→ 0+.

(d) Prove that for any ε > 0 and δ > 0, there is n, such that µ(X −Xn,ε) < δ.

(e) Prove that for any ε > 0, there is a sequence nk, such that A = ∩kXnk,
1
k

satisfies µ(X −A) < ε, and lim
n→∞

fn = f uniformly on A.

12 Suppose A is a bounded Lebesgue measurable subset of R, and f is a real bounded This is a special case
of Lusin’s Theorem.
The general statement
allows A to be
unbounded but
µ(A) <∞, and f to be
bounded almost
everywhere on A.

measurable function defined on A. Then, for any ε > 0, there is a compact set K ⊂ A
with µ(A−K) < ε such that the restriction of f to K is continuous.
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13 Suppose f is a bounded measurable function on a measure space (X,Σ, µ) with finite
µ(X). Suppose the values of f lies in (a, b]. For any partition Π: a = c0 < c1 <
· · · < cn = b, choose c∗i ∈ [ci−1, ci] and define the sum

Ŝ(Π, f) =
∑

c∗iµ(f−1(ci−1, ci]).

Prove that ∫
X

f dµ = lim
‖Π‖→0

Ŝ(Π, f) =

∫ b

a

xdµ(f−1[a, x]).

The right side is Riemann-Stieljes integral, and the increasing function α(x) =
µ(f−1(a, x]) is the distribution of f .

14 Suppose f is an integrable function on R. Prove thatThis special case is
the so-called Riemann-
Lebesgue Lemma.

lim
n→∞

∫
R
f(x) cosnx dx = lim

n→∞

∫
R
f(x) sinnx dx = 0.

More generally, if g is a bounded integrable periodic function of period T , then

lim
t→∞

∫
R
f(x) g(tx) dx =

1

T

∫
[0,T ]

g(x) dx ·
∫
R
f(x) dx.


