Solutions of Homework 1.

1. a). Roll a fair die 2 times, define the probability space (€, F, P).

b). Toss a fair coin infinite number of times, define the probability space (2, F, P). (Hint: finite-
dimensional probability is enough.)

Solution. a). Q={(i,7): 1 <1i,j <6}, where (4, j) represents the outcome of roll is i-dots for the
first roll and j-dots for the second. F is the set of all subsets of 2. P is such that P((¢,7)) = 1/36.

b). = {w}, where w = (w1, wa, ....) with w,, = H or T, representing the n-th toss is head or tail.
F is the o-algebra generated by sets of finite dimensions. e.g., F = o{(a1, ag,...) with only finite
number of a; being fixed as either H or T'}. P is such that P(w; = a; for i = 1,...,n) = 27" where
a; is either H or T. O

2. Suppose X > 0 is a random variable in probability space (2, F, P), and E(X) = ¢ with 0 < ¢ < o0.
For any set A in F, define P*(A) = E(X14)/c. Show that P* is a probability measure, i.e., it
satisfies Kolmogorov’s axioms of probability.

Solution. (i). For any A € F, P*(A) > 0 since X > 0. Also, P« (4) < E(X)/c = 1. (ii)

since 1g = 1, P*(2) = E(X)/c = 1. (iii). Suppose A; are mutually exclusive. P*(U;A4;) =

E(X1u,a:)/c =2 E(X1a,)/c = 32, P*(Aq). 0
3. Suppose X is a nonnegative random variable.

a). Show that E(X) = [ P(X > t)dt.

b). Show that E(X ) <ooiff )00 P(X > n) < oo
Solution. a). Method 1.

E(X) = E(/Oool{KX}dt) = /OOO E(ly<xy)dt = /Ooo P(X > t)dt.

Method 2. E(X) = [;¥ #dF (z) = — [;~ 2d(1—F(z)) = —lime—oo [y 2d(1—F(x)) = lime o[ (1—
F(c))e+ [y (1= F(x))dz. If E(X) is finite, then (1 — F(c))c — 0 as ¢ — oo (why?) and the desired
equality holds. If E(X) = oo, then [;~ P(X > t)dt = lime—.oo [ (1 — F(2))dz > lime_oo[—(1 —
F(c))e+ [y (1 = F(z))dz] = lime oo [ xdF(z) = co.

b). S P(X >n) <Y [ P(X >t)dt = [;°P(X > t)dt = E(X). On the other hand,
S P(X >n)+ 122n:0f§+1 (X > t)dt = [;° P(X > t)dt = B(X). O

4. (Poincaré Formula). If Ay, ..., A,, are events of a probability space (2, F, P) and

Ty = > P(Aj Aj,..A},),

1<j1<g2<...<jr<n

then

n

P(UFA)) =Y (-1 T

1
Hint: Use the indicator function.

Solution.

P(UFA)) = 1 = P(NfAS) = 1 — B(lnpac)

= 1-B([1as) = 1 - E([J1 - 1a)))
1 1

1-{1+) > (—1)*E(1a,,14,,--1a,,)}

k=11<j1<j2<...<jr<n
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. Show E(|X +Y|P) <2P(E(]X|P) + E(]Y|)), for p > 0 and any two r.v.s X and Y.

Solution. E(|X +Y|7) < E[(|X]+ [Y])P] < E{[2(1X| v [Y])]"} <2PE{(|X]|V [Y])"} <2PE(|X]P Vv
[Y|P) < 2PE(|X|P + |Y|P). Here V is the maximum of two values. O

EXERCISES

. Describe the o-algebra generated from two nonempty sets A and B, where A # B.

Solution. Four mutually exclusive sets: {AB°, BA®, A°B°, AB}. And the c-algebra are all the
unions of the four sets (totally 11) plus the emtpy set. They are

{ AB¢, BA®, A°B°, AB(the four mutually exclusive sets)
A, B, (AB) U (A°B¢), (AB®) U (BA®), B¢, A°, (union of any two of the four sets)
BUA®, B°UA, AU B, A°U B¢, (union of any three of the four sets)

Q(union of all sets)

0.}

The o-algebra has totally 16 elements. (Here the product of two sets means intersection). 0

. Given an algebra F, show that the following statements are equivalent:
(a). UPA,, € F, for any A,,n>11in F.

(b). N°A,, € F, for any A,,n>1in F.

(c). limsup A,, € F, for any A,,,n > 1in F.

(d). liminf A,, € F, for any A,,n > 1in F.

Solution. Keep in mind that from the definition of algebra that, for any A and B in F, A¢ and B¢
and AU B are in F.

(a) = (b): NuAy = (UpA5)° € F.

(b) = (a): UA,, = (N, A%)° € F.

(b) (and/or) (a) = (c): limsup A, =N, U2, Ar € F.

(¢) = (d): liminf, 4, =U, N2, Ax = (N, U2, A7) = (limsup,, A7) € F.

(d) = (a): Up A, =liminf, U}_, A € F. O
. Suppose »_, P(A;) = oo. Show that limsup,, P(U7_; 4;|An41) = 1.

Solution. Without loss of generality, assume P(A,) > 0 for all n > 0. Let a,, = P(ﬂ?;ll ASAL).

Notice that that
Zan_z MITLAS) — P(MI_, AS)] = P(AS) < o0
n=2

Then,

(U;‘lzl Aj n An+1

hmsupP( 1A A ) = hmsup P,y
n+1

P(4, A‘An n
= lim sup (Ant1) - ( J +1):1—1iminf Ont1

n P(An-‘rl) P(An-‘rl)




Suppose liminf a,,/P(A,) > ¢ > 0. Then, for all large n, a,, > ¢P(A;). This leads to }_, P(A,) <
00, contracting the given condition. Hence liminf a,,/ P(A;) = 0 and limsup,, P(U}_; A;|A,41) = 1.
(]

. Let X be ar.v. and g and h are two increasing functions such that F(g(X)?) < oo and E(h(X)?) <
00, show that corr(g(X), h(X)) > 0. (Hint: Consider the ranges {z : g(z) > 0} and {x : g(z) < 0}).

Solution. Suppose, for simplicity of argument, E(g(X)) = 0. Let a be such that g(z) > 0 for all
x > a, and g(z) < 0 for all 2 < a. By monotonicity, h(x) > h(a) for > a and h(z) < a for z < a.
As a result, g(z)(h(z) —a) > 0 for all x. Therefore

E(g(X)h(X)) = E(g(X)[A(X) - h(a)]) = 0.

This implies that corr(g(X),h(X)) is > 0.

If E(g(X)) # 0, consider g(z) = g(z) — E(g(X)). Then, E(g(X)) = 0. So corr(g(X),h(X)) is > 0.
But corr(g(X), h(X)) is the same as corr(g(X), h(X)).

. For any r > 0, E(|X|") < 0o iff 07, n"'P(|X| > n) < cc.
Solution. Similar to Problem 3, part a).

o0

E(|X|T):/ P(|X|T2t)dt:/ P(|X| Ztl/r)dt:/ P(|X|> s)ds"
0 0 0
- r/ P(|X| > s)s" !ds.

0

And similar to Problem 3, part b), E(]X|") < oo iff >, n" "' P(|X| > n) < oo.

. [ is a measurable map from a measurable space (£2, F) to another measurable space (2", F*). Let
Q= f(Q) and A = {ANQ, A e F*}. Show that f is a measurable map from (2, F) to (€2, .A).
(Sorry the original problem is erroneous.)
Solution.  First show (QL.A) is a measurable space. For B € A, B = AN Q for some A € Fr.
ANQ=0Q\ANQ =Q\B. For B; € A, B; = A; NQ for some A; € F*. UX;A;NQ =
U2, (A; NQ) = Us2, B;. Hence, (2, A) is a measurable space. For any B € A, B = AN for some
AeF* f7YB)=f"1(An Q) = f~1(A) € F. Tt follows that f is a measurable map from (£, F)
to (2, A).

. Suppose Xi,..., X, are independent random variables with c.d.f. Fj,..., F,,. Express the c.d.f of
max{X;: 1 <i<n}and min{X; : 1 <i<n}in terms of F,..., F,,.

Solution. P(max{X;:1<i<n}<t)=P(X; <t,1<i<n)=][[,P(X; <t) =], Fi(t).
Pmin{X;:1<i<n}<t)=1—-Pmin{X;: 1 <i<n}>t)=1-P(X;, >t,1 <i<n)=
L= TL P(X0 > 1) = 1 - [1,(1 - Fi(0).

. Suppose X,, — 0 a.e. Show that P(|X,,| > ¢,i.0.) = 0 for all constant ¢ > 0.

Solution. Let A, = {|X,| > ¢}. Then, for every w € {A,,i.0.}, there exists a subsequence
ng — oo (depending on w) such that | X, (w)| > ¢. Therefore X,,(w) - 0 for all w € {4,,7.0.}.
Hence P({A,,i.0.}) =0.

. Solution. (Method 1). For any a > 0, let X¥ = max(—a, min(X,,a)) and X* = max(—a, min(X, a)).
Then, F(X;) — E(X*) as n — oo. sup,, B|X,; — X,,| <sup,, B(Y,1fy,>41) — 0 as a — oo. Since
sup,, E(|X}}]) < sup,E(Y,) < oo for all a > 0, we have sup,o E(|X*|) < co. Hence E(|X|) < oo
(Why?). Then, E(|X* — X|) — 0 as a — oo, by dominated convergence theorem. As a result,
E(X,) — E(X).

(Method 2). For any a > 0, let X = min(X;",a) and X* = min(X ", a). Then, E(X}) — E(X*)
as n — oo, by the dominated convergence theorem. Observe that sup,, , E(X,;) < sup,E(Y,) < oo



10.

Hence, sup, E(X*) < co. Therefore F(X 1) < oo since E(X*) 1 E(X™") as a | oo, by the monotone
convergence theorem. Moreover,

sup B|X;F — X*¥| < sup E(|Y,, — allyy,>ay) <sup E(Yalgy,say) — 0

as a — 0o. Then,

|E(X,)) — BE(X7)| < E|X,) — X+ |E(X;, - E(X")| + |[E(X") - E(XT)] =0

n
as n — oo and then a — oo. Similarly, one can show E(X, ) — E(X 7). O
For events Ai, ..., Ap, set qp = >, . _; P(Aj,--- Aj, ). For every even positive m < n, show that

m m—1

()l < PU A < 3 (-1 g

j=1 j=1

Solution. For any 1 <m < J,

= i (J <0 for odd m;

_ _1\y—1 = 3

1 21( 1) (]) {ZO for even m.
J:

(DIY: Please verify using the fact that ijo(—l)j (j) =0, (j) = (Jij) and (j) is increasing for

j < .J/2.) Write U Aj = Up_, Bx where By, is the set of w which belongs to exactly k of the sets
Aq,...,A,. Forw € By,

- _ S (=DEN(Y) form < T
(_1)k ! 1A1(w)"'1Ak(w) = a _ k
; j1<Z~<jk Zizl(—l)k 1 (i) form>J
_ {zg_l(_1)kl(g) form < J

1 form>J
<1 if miseven
>1 if mis odd

Let J be 1,2,...,n. Then, the above inequality implies for w € Ujj_; By = UJ_; A;
i k-1 <1 ifmiseven
S Y @) (5] e
k=1 J1<...<Jk

As the left hand side is 0 if w ¢ U'j_, By = Uj_; A;. We therefore have

<1uyn_ a; if miseven

sumZLl(—l)’“_l Z La,(w) -+ 14, (w) { > 1Ui:1A. if m is odd.
2 lur_ 4,

J1<...<Jr

Taking expectation on both sides, the Bonferroni’s inequality follows. 0



