1.

Solution to DIY Problems in Homework 3.

Suppose X1, X, ... are independent nonnegative r.v.s.. Then, > X, < oo a.s. if and only if
Y. P(X, >¢c) <ooand ), E(X,Ac)> oo for all or any ¢ > 0.

Solution. As > X, < oo isequivalent to By > X, /c < oo for all or any ¢ > 0. We only need to
consider ¢ = 1 and cite Kolmogorov’s three series theorem. For the sufficiency, the convergence of
the first two series is trivial as the third also holds since var(X, A1) < B((X, A1)?) < B(X, A1).
For the necessary, the convergence of the first series is > P(X, > 1) < oo and the ) E(X,Al) =
Yo E(Xnlix,<1y) + 22, P(X, > 1) < oo by the convergence of the first and second series. O

Suppose X1, Xa, ... are independent nonnegative r.v.s. Prove that ) X, < oo a.s. if and only
if ), E[X,/(1+ X,)] < .

Solution. Notice that E[X,/(1 + X,)1lix,>13] < P(X, > 1) < 2B[X,,/(1 + X,,)1x,>13] and
E(X,/(1+Xn)1ix,<1y) > E(Xnlx,<1) > E(X,/(1+X,)1x,<13). The the desired claim follows
from Kolmogorov’s three series theorem and that the X; are nonnegative. (]

Let &1, &, ... be iid Cauchy r.v.s. with common density 1/[r(1+2?)] and let X,, = |¢,|. Find b,, 1 oo
such that S,,/b, — 1 in probability.

Solution. Notice that

@ 2t 1 2
E(¢h = —— —dt==1log(1+d*) ~ =1 for 1 .
(I¢] {|§|<a}) /0 1+ 12) p og(l +a”) - oga, or large a
and
P(|§| > a) = /a mdt ~ e for large a.

We check the two conditions of the WLLN. Let b, = (2/7)nlog(n) and a, = nlogn. Then
nP(|¢| > a,) =1/logn — 0. and

1 na n?logn
E(¢]*1 < lt=— " __ 0.
n (|£| ‘E‘San)/ n — T b% 7r(n10gn)2 -
Then, S, /b, — 1 in probability. (In fact, no b, 1 co exists such that S, /b, — 1 a.s..) O

Suppose X1, ..., Xp, ... are i.i.d. with mean 1. Show that maxi<x<y, | Xk|/|Sn| — 0 a.s.

Solution. By the SLLN, S, /n — 1 a.e. It suffices to show maxi<g<n |Xk|/n — 0 a.e.. First, since
X has finite mean, we know E|X| < oo and therefore "=, P(|X;| > i/e) < cc. It follows from the
Borel-Cantelli lemma that, with probability 1, X,,/n < € for all large n. In other words, X,,/n — 0
a.e.. Write

max |Xg|/n < max |Xg|/n+ max |Xg|/n
1<k<M M<k<n

1<k<n <
< X X, < X X
< ax [Xel/n max [ Xil/k < max |Xil/nt+ max |Xk|/k
— Mréll?%coo | Xk|/k ae., by letting n — oo
— 0, a.e, by letting M — oo.



. Suppose X1, ...X,, ... are independent with mean 0 and variance 1. Suppose ¢, are constants such
that c,/n? | 0 for some 0 < p < 1/2. Show that > 7, ¢;X;/n — 0 as.

Solution.
- 2 _ o~ 22 N~ (G)? ]
Zlvar(chn)/n = Zlcn/n < Zl (ﬁ) ey < o0
By Kolmogorov’s criterion of SLLN, Z?Zl ¢; Xj/n— 0, ae. O

. Prove, for iid r.v.s X, X1, X, ..., that (S, — Cy,)/n — 0 a.s. for some constants C,, if and only if
E(]X]) < oo. Hint: Symmetrization.

Solution. “<=" If E|X| < oo, choose C,, = nE(X). Then, The SLLN ensures (S, — C,,)/n — 0
a.s..

“—” Let X/,i = 1,2,.. be iid independent of X,,n = 1,2,.... Then (};, X — C,)/n — 0
a.s.. As aresult, Y. | (X; — X7)/n — 0, a.s.. Kolmogorov’s SLLN implies E(|X; — X7|) < oc.
Therefore E(|X]) < oco. O

. If X, X1, Xo, ... are iid with E(]X|P) = oo for some p > 0, then limsup |S,|/n'/? = oo a.s.

Solution. FE(]X|P) = oo ensures limsup | X,,|/n'/? — oo a.s., which also ensures lim sup |S,,|/n'/? =
00 a.s..

. Suppose X, X1, Xa, ... are iid with E(|X|P) < oo for some p > 1. Then, E(|S,/nP) — |E(X)|P.
Hint: Fatou lemma.

Solution. It follows from SLLN that S,,/n — E(X) a.s. and >, |X;|P/n — E(]X|?) a.s.. Then,

liminf[E|X|? — E(|Sn/n|P)] = 1iminf[E(Z E\X;|?/n) — E(]Sn/n|P)]
>  Elliminf(sum]_|X;|?/n)] — E(limsup |S,/n|P) = E(|X|?) — |E(X)|P.

As aresult, limsup E(|S,/n|P) < |E(X)|P. On the other hand, liminf E(|S,,/n|P) > E(|liminf S, /n|?) =
|E(X)[P. Then, E(|S,/n|?) — |E(X)P. O

. Suppose X, X1, X2, ... are iid with mean 1 and a,, are bounded real numbers. Then, (1/n) 377,
1 if and only if (1/n) Z;L:1 a;X; — 1 a.s.. Hint: Repeat the proof of Kolmogorov’s SLLN.
Solution. Let £ =X —1and & = X; — 1. Then, &, &,&,, ... are iid with mean 0. We only need to
show (1/n) 377, a;&; — Oa.s.. Let 1; = &1, >}

(i) P(& # mi, i.0.) = 0. Thus (1/n) >, a;& — 0 a.s. is equivalent to Thus (1/n) > 1, a;n; — 0
a.s..

(ii) E(n,) — 0. Therefore a,n, — 0 as a,, are bounded. Hence (1/n) Y7, a;,E(n;) — 0.
(i)

a; —

Zvar(aim/z’) < supaj Zvar(m)/i2 < 00

i=1 i=1

Therefore Y o, a;(n; — E(n;))/i < 0o a.s.. And the Kronecker lemma implies (1/n)>""" , a;(n; —
E(n;)) — 0 as..

Combine (i), (i) and (iii), we have (1/n) 37, a;&; — Oa.s.. O



10.

11.

12.

Suppose X1, ..., Xy, ... are iid with common density f(z) = cg(z) with g(z) = 7> if z > 1, 1 if
lz] <1 and (—2) 7 if 2 < —1. ¢ > 0 is some constant and o > 1 and 3 > 2. Find the a.e. limit of
Sp/n in terms of & and 3. What condition on a and 3 would ensure Y >~ | X,,/n < co a.e.? (Hint:
verify the three conditions in Kolmogorov’s three series theorem; first make sure that o = 3.)

Solution.
1

n —1
B 15, neny) = (efm) [ ax~da+ [ a(=a) P+ [ ada)

-1

—at2 _q n7ﬁ+2 _ 1)

B (C/n)<n—a+2 —6+2

(If a =2, ”1;;_1 is replaced by logn.) > 7 | E(Xn/nl{|x,|/m<13) < oo only if & = 3. Condition

(ii) holds only when a = S.

For condition (i), now that o = 3,
Y P(Xul/n>1) =) P(X1|>n) = 202/ v Pdr =2¢Y n P /(B-1) < oo,

since 8 > 2.

For condition (iii),

ZUGT(Xn/nl{\X"|§n}) = Z(2c/n2)[/ln 22xPdx —I—/O 2?dx)

—B+3 _

= Z(Qc/nz)(”_ﬁ—’_?: + 1/3) < 00,

since 3 > 2. (Here ”__Lsgl is replaced by log(n) if 5 = 3.

B+
Overall, the condition on a and § is & = 3 to ensure ) X, /n < 00, a.s.. (I

For any sequence of o2 satisfying >on 02 /n? = oo, raise an example of a sequence of independent
random variables X1, X, ... with mean 0 and var(X,,) < o2 such that X,,/n does not converge to
0 a.s., and, as a result, > X, /n £ oo a.s..

Solution. Without loss of generality assume 0 < o, < n. Let a, = o,/n and X,, = +n with
probability a?/2 and 0 with probability 1 — a,. Then X,, are independent with mean 0 and
variance 2. And, for any 0 < e < 1, P(|X,|/n > €) = a2 and therefore > P(|X,|/n > €) = cc.
It follows from Borel-Cantelli lemma that P({X,/n — 0}) = 0. O

Suppose &1, ..., &, is a sequence of r.v.s such that, for p > 0,

sup E(& — &) =0,  as  n—o.
ij>n

Then, there exists a r.v., denoted as &, such that &, — & in LP.
Solution. There exists ny T co such that sup; ;5,, E(|&—&P) < 272P%. Let Ay = {|&n, —&nypu| =
27k By Markov inequality,

P(Ay) < sup P(l& =& >27%) < sup B(|& —¢[P) /277 <277k,

1,521k 1,j2nk

Borel-Cantelli lemma implies P(Ay, i.0.) = 0. Hence, P(liminfy A}) = 1. But on liminfy A, §,, is
a Cauchy sequence. By the Cauchy criterion, there exists a limit, denoted as &, of &, a.s.. Then,

lim E(|§n - £|p) = lim E(|fn - h’gnfnkvj)

lim limkinf E(|&, — &n,|P) by Fatou’s Lemma

IN

A

< limsup E(|¢; — &,|P) — 0.
noj>n



13. Suppose X, are iid Poisson random variable with rate A > 0. Prove that
. X, loglogn
limsup ————— = a.s..
n logn

Hint: first show P(X =n) < P(X >n) < e*P(X =n).
Solution. Write

—)\/\n & )\k n —)\/\n & )\k—n N
Z k'/n‘ - nl z_: (k —n)! = P(X =n)e”.

P(X >n) Z e Nk =

Let a,, be the integer part of §logn/loglogn for a 6 > 0. Then,

—A\an
P(X = a,) = e )\' — o Xpanlog A =350 logj _ ,—anlogan(1+o(1)) _ ,,—d+o(1)
Ap!

Then, Y ° | P(X, > a,) < o0 or = oo depending upon § > 1 or § < 1. This implies, by the
Borel-Cantelli lemma,
Xn

li — =1 .5..
HSup logn/loglogn @



