A Runge–Kutta discontinuous Galerkin method for viscous flow equations
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Abstract

This paper presents a Runge–Kutta discontinuous Galerkin (RKDG) method for viscous flow computation. The construction of the RKDG method is based on a gas-kinetic formulation, which not only couples the convective and dissipative terms together, but also includes both discontinuous and continuous representation in the flux evaluation at a cell interface through a simple hybrid gas distribution function. Due to the intrinsic connection between the gas-kinetic BGK model and the Navier–Stokes equations, the Navier–Stokes flux is automatically obtained by the present method. Numerical examples for both one dimensional (1D) and two dimensional (2D) compressible viscous flows are presented to demonstrate the accuracy and shock capturing capability of the current RKDG method.
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1. Introduction

In the past decades, both the finite volume (FV) and the discontinuous Galerkin (DG) finite element methods have been successfully developed for the compressible flow simulations. Most FV schemes use piecewise constant representation for the flow variables and employ the reconstruction techniques to obtain high accuracy. A higher-order scheme usually has a larger stencil than a lower-order scheme, which makes it difficult to be applied on unstructured mesh or complicated geometry. For the DG method high-order accuracy is obtained by means of high-order approximation within each element, where more information is stored for each element during the computation. The compactness of the DG method allows it to deal with unstructured mesh or complicated geometry easily. Now the DG method has served as a high-order method for a broad class of engineering problems [6].

For viscous flow problems, many successful DG methods have been proposed in the literature, such as those by Bassi and Rebay [1], Cockburn and Shu [11], Baumann and Oden [14], and many others. In [5], a
large class of discontinuous Galerkin methods for second-order elliptic problems have been analyzed in a unified framework. More recently, van Leer and Nomura [22] proposed a recovery-based DG method for diffusion equation using the recovery principle. This method has deep physical insight in the construction of a DG method for convection–diffusion problem.

The RKDG method for non-linear convection-dominated problems was first proposed and studied by Cockburn, Shu and their collaborators in a series of papers [7–11], see [12] for a review of the method. The excellent results obtained by the high-order accurate RKDG method demonstrated itself as a powerful tool in the computational fluid dynamics. Recently, the gas-kinetic RKDG method proposed by Tang and Warnecke [15] has been shown to be very accurate and efficient for inviscid flow simulations.

In this paper, a RKDG method for the viscous flow problems based on a gas-kinetic formulation will be presented. Instead of treating the convection and dissipation effects separately, we use the gas-kinetic distribution function with both inviscid and viscous terms in the construction of the numerical flux at the cell interface. Due to the intrinsic connection between the gas-kinetic BGK model and the Navier–Stokes equations, the Navier–Stokes flux is automatically obtained by the RKDG method. The numerical dissipation introduced from the discontinuity at the cell interface is favored by the inviscid flow calculation, especially for the capturing of numerical shock fronts. For viscous flow problems, it should be avoided because the artificial viscosity from the discontinuity deteriorates the physical one [24]. A simplified gas-kinetic relaxation model, which plays the role of recovering the continuity of the flow variables from the initial discontinuous representation, will be used in the present method. In [28], the DG-BGK method has been developed which gives accurate solutions in both high and low Reynolds number flow simulations. The spirit of the present RKDG method in the construction of the viscous numerical flux is similar to that of the DG-BGK method but with some significant modification and simplification. The RKDG method uses Runge–Kutta or TVD-RK [19] method for the temporal discretization and the DG-BGK method integrates the viscous flow equations in time directly. In the DG-BGK method, only one-dimensional scheme was presented. However, in this paper the multidimensional RKDG method will be constructed as well. More importantly, the RKDG method for the viscous flows is more accurate than the DG-BGK method, which is demonstrated by the numerical tests.

The outline of this paper is as follows. In Section 2 we describe the RKDG method for the viscous flow equations. The one-dimensional formulation is given in detail in the first two subsections, then the extension to multidimensional cases is described. The limiting procedure and boundary conditions are also presented in Section 2. The performance of the method is illustrated in Section 3 by six numerical examples including both 1D and 2D problems. Section 4 is the conclusion.

2. Runge–Kutta discontinuous Galerkin method

For the compressible flow simulations, a finite volume gas-kinetic BGK scheme has been developed and applied to many physical and engineering problems [24]. Similar to many other finite volume methods, the gas-kinetic scheme is mainly about the flux evaluation at the cell interface. The distinguishable feature of the gas-kinetic BGK scheme is that a Navier–Stokes flux is given directly from the MUSCL-type reconstructed initial data [21], where both slopes at each cell interface participate the gas evaluation. In the RKDG method [12], a high-order approximate solution inside a cell is updated automatically and limited carefully to enforce the stability and to suppress the numerical oscillations. In this section, we will present the RKDG method for the Navier–Stokes equations by incorporating the gas-kinetic formulation.

2.1. DG spatial discretization in 1D case

For a 1D flow, the BGK model in the x-direction is [3]

$$f_t + u f_x = \frac{g - f}{\tau},$$  \hspace{1cm} (2.1)

where $u$ is the particle velocity, $f$ is the gas distribution function and $g$ is the equilibrium state approached by $f$. The particle collision time $\tau$ is related to the viscosity and heat conduction coefficients. The equilibrium state is a Maxwellian distribution,
where \( \rho \) is the density, \( U \) is the macroscopic velocity and \( \lambda \) is related to the gas temperature \( T \) by \( \lambda = m/2kT \), where \( m \) is the molecular mass, and \( k \) is the Boltzmann constant. The total number of degrees of freedom \( K \) in \( \zeta \) is equal to \((5 - 3\gamma)/(\gamma - 1) + 2\). In the above equilibrium state \( g \), \( \zeta^2 \) is equal to \( \zeta_1^2 + \zeta_2^2 + \cdots + \zeta_K^2 \). The relation between the macroscopic variables and the microscopic distribution functions is

\[
W = (\rho, \rho U, \rho E)^T = \int \psi f \, d\xi = \int \psi g \, d\xi,
\]

where \( \psi \) is the vector of moments

\[
\psi = \left(1, u, \frac{1}{2}(u^2 + \zeta^2)\right)^T,
\]

and \( d\xi = d\xi_1 d\xi_2 \cdots d\xi_K \). The compatibility condition can be obtained from Eq. (2.3), i.e.,

\[
\int \psi \frac{g - f}{\tau} \, d\xi = 0,
\]

where \( \tau \) is assumed to be independent of individual particle velocity. Based on the above BGK model, the corresponding Navier–Stokes equations can be derived. The advantage of using the BGK equation instead of the Navier–Stokes equations is that it is a first-order differential equation with a relaxation term.

By taking the moments of \( \psi \) to Eq. (2.1), due to the compatibility condition (2.5), we have

\[
\frac{\partial}{\partial t} \int \psi f \, d\xi + \frac{\partial}{\partial x} \int u \psi f \, d\xi = 0 \quad (2.6)
\]

or

\[
W_t + G_x = 0 \quad (2.7)
\]

where \( G = \int u \psi f \, d\xi \) is the flux for the corresponding conservative variables \( W = \int \psi f \, d\xi \). To the first order of \( \tau \), the Chapman–Enskog expansion shows that Eq. (2.7) corresponds to the one-dimensional Navier–Stokes equations. Note that \( f \) in Eq. (2.6) will include both equilibrium and non-equilibrium parts in a Chapman–Enskog expansion. Therefore, the flux \( G \) will contain both inviscid and viscous terms accordingly.

For a given partition in 1D space, we denote the cells by \( I_i = [x_{i-1/2}, x_{i+1/2}] \) and choose the local Legendre polynomials \( \phi_i(x) \) as the basis functions, then the approximate solution \( W^h \) can be expressed as

\[
W^h(x, t) = \sum_{i=0}^{k} W_i(t) \phi_i(x) \quad \text{for } x \in I_i. \quad (2.8)
\]

The initial value of \( W_i(0) \) can be obtained by

\[
W_i(0) = \frac{2l + 1}{\Delta x_i} \int_{I_i} W_0(x) \phi_i(x) \, dx \quad (2.9)
\]

for \( l = 0, \ldots, k \), where \( \Delta x_i = x_{i+1/2} - x_{i-1/2} \) and \( W_0(x) \) is the initial condition. In order to determine the time-dependent approximate solution, as given in [8], we can enforce Eq. (2.7) cell by cell by means of a Galerkin method. More specifically, for each cell \( I_i \), we get

\[
\frac{d}{dt} W_i(t) + \frac{2l + 1}{\Delta x_i} \left( \tilde{G}_{i+\frac{1}{2}} - (-1)^l \tilde{G}_{i-\frac{1}{2}} \right) = \frac{2l + 1}{\Delta x_i} \int_{I_i} G(x, t) \frac{d}{dx} (\phi_i(x)) \, dx \quad (2.10)
\]

for \( l = 0, \ldots, k \), where \( \tilde{G}_{i+\frac{1}{2}} \) is the flux at \( x_{i+1/2} \), i.e., \( \tilde{G}_{i+\frac{1}{2}} = \int u \psi f(x_{i+\frac{1}{2}}, t, u, \zeta) \, d\xi \), and \( G(x, t) \) is the flux inside each cell. Eq. (2.10) is the system of ODEs for the degrees of freedom \( W_i(t) \) which can be solved by the Runge–Kutta (RK) or the TVD-RK time stepping methods [19]. Given the continuous flow states inside the cells, we could use \( G = \int u \psi f \, d\xi \) to calculate the integral on the right hand side of Eq. (2.10) by the Gaussian rule.
consistent with the accuracy requirement for Navier–Stokes solutions. In order to save the computational cost, we have also used the flux of the macroscopic Navier–Stokes equations corresponding to Eq. (2.7) directly. Both of them work equally well in our numerical tests. In the following, we are going to present the flux evaluation at the cell interface $x_{i+1/2}$ based on the gas-kinetic formulation for the viscous flow equations.

### 2.2. Gas-kinetic flux evaluation at a cell interface

In the finite volume BGK scheme [24], the flux at the cell interface is evaluated based on the integral solution $f$ of the BGK model (2.1),

$$
f(x_{i+1/2}, t, u, \xi) = \frac{1}{\tau} \int_0^t g(x', t', u, \xi) e^{-\tau(t-t')/\tau} dt' + e^{-\tau/\tau} f_0(x_{i+1/2} - ut), \tag{2.11}$$

where $x' = x_{i+1/2} - u(t - t')$ is the trajectory of a particle motion and $f_0$ is the initial gas distribution function at the beginning of each time step ($t = 0$). The integration part on the right hand side of Eq. (2.11) is the gain term due to the particle collision. In order to figure out the gas distribution function at the cell interface $x_{i+1/2}$, two unknowns $g$ and $f_0$ in the above equation must be specified, see [24] for some details.

The time-dependent viscous flux given by the BGK scheme is accurate up to the order of $O(\tau l_0^2)$ in smooth regions [16]. In order to construct a simple formula of the numerical flux for the RKDG method, we consider the hybridization of the loss and gain terms in the gas distribution function in the present work. Similar to other hybrid schemes, the BGK scheme presented in Eq. (2.11) can be further simplified. As shown in [23], for the Navier–Stokes solutions the distribution function at the cell interface can be constructed as

$$
f = [1 - \mathcal{L}(-)] f_0 + \mathcal{L}(-) f_c, \tag{2.12}$$

where $f_0$ is the initial distribution function in Eq. (2.11). This is also the so-called kinetic flux-vector splitting Navier–Stokes (KFVS-NS) distribution function proposed by Chou and Baganoff [4]. In Eq. (2.12) $f_c$ is the distribution function due to the collision effect, and $\mathcal{L}(-)$ is the relaxation parameter to determine the speed that a system evolves into an equilibrium state and should be a function of local flow variables, such as the flow jump across the cell interface. Inherently, the free transport mechanism in $f_0$ uses the time step $\Delta t$ as the particle collision time, the resulting numerical viscosity coefficient is $\mu f_0 \approx p \Delta t [26]$, where $p$ is the pressure. The collision term $f_c$ has the effect of recovering the continuous flow distribution from a discontinuous initial approximate solution, hence it will be helpful to reduce the numerical dissipation introduced in a discontinuity. The principle of the hybridization is as follows. The relaxation parameter $\mathcal{L}(-)$ should be determined in such a way that the contribution of $f_0$ becomes dominant in the non-equilibrium flow regions to provide enough numerical dissipation while the physical scale cannot be resolved by the cell size. The term $f_c$ contributes more in smooth regions to recover the physical dissipative effect.

There are many ways to construct the relaxation parameter $\mathcal{L}(-)$, see examples in [23,25]. In this paper, one choice of $\mathcal{L}(-)$ is given. As we know, for shock wave, the distribution function will stay in a non-equilibrium state along with the pressure jumps across the shock, hence the parameter $\mathcal{L}(-)$ can be designed as a function of the local pressure jumps around the cell interface, which is

$$
\mathcal{L}(-) = \exp \left[ -C \frac{p_{l+1/2}^r - p_{r+1/2}^r}{p_{l+1/2}^r + p_{r+1/2}^r} \right], \tag{2.13}
$$

where $p_{l+1/2}^r$ and $p_{r+1/2}^r$ are the left and right values of pressure $p$ at the cell interface $x_{i+1/2}$. Theoretically, $C$ should depend on the physical solution, the numerical jumps at the cell interface, and the cell size. Currently, it is still hard to give a general formulation for it. Therefore, in this paper $C$ is a problem-dependent positive constant which ranges from $10^3$ to $10^5$ in our computation. In the regions with large pressure gradients, for example in the numerical shock layer, when the shock is under-resolved, a small value of $\mathcal{L}(-)$ should be used to add more numerical dissipation through the amplification of $f_0$. In this case, the numerical shock layer constructed will be much wider than the physical one. On the other hand, if the shock structure is well-resolved, the distribution function $f_c$ should be the dominant part. A similar switch function is also employed in the high-resolution gas-kinetic schemes by Ohwada and Fukata [17].
In the FV BGK method [24], the initial macroscopic flow variables around a cell interface are reconstructed by the MUSCL-type interpolation. But, for the RKDG method, they are updated inside each cell. In the following, the location of the cell interface \( x_{i+1/2} = 0 \) will be used for simplicity. With the initial macroscopic flow states on both sides of a cell interface, to the Navier–Stokes order the initial gas distribution function \( f_0 \) is constructed as

\[
f_0 = \begin{cases} 
  g_l^i[1 + a^l x - \tau(a^l u + A^l)], & x \leq 0, \\
  g_r^i[1 + a^r x - \tau(a^r u + A^r)], & x \geq 0, 
\end{cases}
\]

where \( g^l \) and \( g^r \) are the equilibrium states at the left and right hand sides of the cell interface. The Maxwellian distribution functions \( g^l \) and \( g^r \) have unique correspondence with the macroscopic variables there, i.e.,

\[
g^l = g^l\left(W^l_{i+1/2}\right) \quad \text{and} \quad g^r = g^l\left(W^r_{i+1/2}\right).
\]

The additional terms \(-\tau g^l(a^l u + A^l)\) and \(-\tau g^r(a^r u + A^r)\) are the non-equilibrium parts obtained from the Chapman–Enskog expansion of the BGK model, which account for the dissipative effects. Here \( a^l \) and \( a^r \) in Eq. (2.14) are coming from the spatial derivatives of the Maxwellian distribution functions, i.e.,

\[
a^l = a^l_1 + a^l_2 u + \frac{1}{2} a^l_3 (u^2 + \xi^2) \quad \text{and} \quad a^r = a^r_1 + a^r_2 u + \frac{1}{2} a^r_3 (u^2 + \xi^2),
\]

which can be uniquely evaluated from the spatial derivatives of the conservative variables at the left and right hand sides of the cell interface. Since there is no contribution in the mass, momentum and energy from the non-equilibrium parts, the parameters in \( A^l = A^l_1 + A^l_2 u + \frac{1}{2} A^l_3 (u^2 + \xi^2) \) and \( A^r = A^r_1 + A^r_2 u + \frac{1}{2} A^r_3 (u^2 + \xi^2) \) are uniquely determined by the compatibility condition

\[
\int \psi g^l(a^l u + A^l) \, d\Xi = 0 \quad \text{and} \quad \int \psi g^r(a^r u + A^r) \, d\Xi = 0.
\]

Even though the non-equilibrium parts have no contribution to the conservative flow variables (moments of \( \psi \)), they do have contribution to the flux (moments of \( u\psi \)). Note that for the initial distribution function \( f_0 \), both the state and the derivative have discontinuities at the cell interface.

The distribution function \( f_c \) due to the collision effect can be constructed as

\[
f_c = g_0[1 - \tau(u a^l H[u] + u a^r (1 - H[u]) + A)],
\]

where \( H[u] \) is the Heaviside function, and \( g_0 \) is a local Maxwellian distribution function located at \( x = 0 \). The dependence of \( a^l \), \( a^r \) and \( A \) on the particle velocities are also coming from a Taylor expansion of a Maxwellian distribution, which have the forms \( a^l = a^l_1 + a^l_2 u + \frac{1}{2} a^l_3 (u^2 + \xi^2) \), \( a^r = a^r_1 + a^r_2 u + \frac{1}{2} a^r_3 (u^2 + \xi^2) \) and \( A = A_1 + A_2 u + \frac{1}{2} A_3 (u^2 + \xi^2) \). The determination of the parameters in Eq. (2.18) is as follows. The equilibrium state \( g_0 \) at the cell interface is constructed from the conservation constraint,

\[
\mathbf{W}_0 = \int \psi g_0 d\Xi = \int_{u<0} \psi g^l d\Xi + \int_{u>0} \psi g^r d\Xi.
\]

For the distribution function \( f_c \), the terms related to the spatial and temporal gradients have to be constructed as well. In the smooth flow cases, we can use the following relation to calculate a continuous derivative \( \bar{a} = \bar{a}^l = \bar{a}^r \) of \( g_0 \):

\[
\int \psi g_0 \bar{a} d\Xi = \int_{u<0} \psi g^l \bar{a}^l d\Xi + \int_{u>0} \psi g^r \bar{a}^r d\Xi.
\]

This relation has been tested in the first two numerical examples. Without using limiter, the high-order accuracy of Eq. (2.20) has been clearly demonstrated. However, for the cases where the limiting procedure is necessary for eliminating the numerical oscillations the following approximation is used:

\[
2(\mathbf{W}_0 - \mathbf{W}_i) / \Delta x_i = \int \psi g_0 \bar{a} d\Xi \quad \text{and} \quad 2(\mathbf{W}_{i+1} - \mathbf{W}_0) / \Delta x_{i+1} = \int \psi g_0 \bar{a} d\Xi,
\]
where two derivatives $\ddot{a}^l$ and $\ddot{a}^r$ of $g_0$ are evaluated, and $\overline{W}_i$ and $\overline{W}_{i+1}$ are cell average values. Numerically, for the solution with discontinuities, Eq. (2.21) performs better than Eq. (2.20). Although Eq. (2.21) seems to be a second-order spacial approximation, it still works well in the third-order $P^2$ scheme in our computation for the strongly discontinuous tests. One of the reason for this is that $\overline{W}_0$ is constructed through the higher-order approximation of $g^l$ and $g^r$. The term $\overline{A}$ in Eq. (2.18) can be uniquely determined from the compatibility condition at the cell interface, i.e.,

$$\int \psi g_0 (u\ddot{a} + \overline{A}) \, d\Xi = 0$$  \hspace{1cm} (2.22)

for Eq. (2.20), and

$$\int \psi g_0 (u\ddot{a} H[u] + u\ddot{a} (1 - H[u]) + \overline{A}) \, d\Xi = 0$$  \hspace{1cm} (2.23)

for Eq. (2.21). Note that the distribution function $f_c$ plays the role of recovering the continuity from the initial discontinuous representation. This procedure is critically important to capture the viscous solution.

For the Navier–Stokes solutions, the viscosity and heat conduction coefficients are related to the particle collision time $\tau$. With the given dynamical viscosity coefficient $\mu$, the collision time can be calculated by $\tau = \mu/p$, where $p$ is the pressure. Up to this point, we have determined all parameters in the distribution functions $f_0$ and $f_c$. After substituting Eqs. (2.13), (2.14) and (2.18) into Eq. (2.12), we can get the gas distribution function $f$ at the cell interface, then the numerical flux can be obtained by taking the moments $u\psi$ to it. In order to get the heat conduction correct, the energy flux in Eq. (2.12) can be modified according to the realistic Prandtl number [24].

### 2.3. Extension to multidimensional cases

The present RKDG method can be easily extended to multidimensional cases. Here we describe the construction of the $P^2$ scheme for two-dimensional case with rectangular elements. The 2D BGK model can be written as

$$f_i + uf_i + \tau f_c = \frac{g - f}{\tau},$$  \hspace{1cm} (2.24)

where the equilibrium distribution $g$ is

$$g = \rho \left( \frac{\lambda}{\pi} \right)^{\frac{2}{\gamma + 2}} e^{-\lambda (u^2 + v^2 + \xi^2)}. $$  \hspace{1cm} (2.25)

By taking the moments of $\psi = (1, u, v, \frac{1}{2}(u^2 + v^2 + \xi^2))^T$ to Eq. (2.24), we can get the governing equation

$$\frac{\partial}{\partial t} \int \psi f \, d\Xi + \frac{\partial}{\partial x} \int u\psi f \, d\Xi + \frac{\partial}{\partial y} \int v\psi f \, d\Xi = 0$$  \hspace{1cm} (2.26)

or

$$\overline{W}_t + \mathbf{G}_x + \mathbf{H}_y = 0,$$  \hspace{1cm} (2.27)

which correspond to the 2D Navier–Stokes equations when $f$ is approximated to the first order of $\tau$.

For a rectangular cell $I_{ij} = [x_{i-1/2}, x_{i+1/2}] \times [y_{j-1/2}, y_{j+1/2}]$ in the computational domain, we take the same local basis functions $\phi^i_{j,1}$ as in [10],

$$\phi^{0}_{i,j}(x) = 1, \quad \phi^{1}_{i,j}(x) = \frac{2(x - x_i)}{\Delta x_i}, \quad \phi^{2}_{i,j}(x) = \frac{2(y - y_j)}{\Delta y_j},$$

$$\phi^{3}_{i,j}(x) = \phi^{i}_{j,1}(x) \phi^{2}_{i,j}(x), \quad \phi^{4}_{i,j}(x) = \left( \phi^{i}_{j,1}(x) \right)^2 - \frac{1}{3}, \quad \phi^{5}_{i,j}(x) = \left( \phi^{2}_{i,j}(x) \right)^2 - \frac{1}{3},$$  \hspace{1cm} (2.28)

where $x = (x, y) \in I_{ij}, \Delta x_i = x_{i+1/2} - x_{i-1/2}$ and $\Delta y_j = y_{j+1/2} - y_{j-1/2}$. Then the approximate solution $\overline{W}^h$ inside the element $I_{ij}$ can be expressed as
\[ W^h(\mathbf{x}, t) = \sum_{i,j}^S W^l_{i,j}(t) \phi^l_{i,j}(\mathbf{x}) \quad \text{for } \mathbf{x} \in I_{i,j}. \] (2.29)

In order to determine the solution, we need to solve the following weak formulation of Eq. (2.27):

\[
\frac{d}{dt} W^l_{i,j}(t) + \frac{1}{a_i S} \left( \int_{y_{i-\frac{1}{2}}}^{y_{i+\frac{1}{2}}} \left( \tilde{G} \left( x_{i+\frac{1}{2}}, y, t \right) \phi^l_{i,j} \left( x_{i+\frac{1}{2}}, y \right) - \tilde{G} \left( x_{i-\frac{1}{2}}, y, t \right) \phi^l_{i,j} \left( x_{i-\frac{1}{2}}, y \right) \right) \, dy \right)
+ \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \left( \tilde{H} \left( x, y_{j+\frac{1}{2}}, t \right) \phi^l_{i,j} \left( x, y_{j+\frac{1}{2}} \right) - \tilde{H} \left( x, y_{j-\frac{1}{2}}, t \right) \phi^l_{i,j} \left( x, y_{j-\frac{1}{2}} \right) \right) \, dx
- \frac{1}{a_i S} \int_{I_{i,j}} \left( \mathbf{G}(x, y, t) \frac{\partial}{\partial x} \phi^l_{i,j}(x, y) + \mathbf{H}(x, y, t) \frac{\partial}{\partial y} \phi^l_{i,j}(x, y) \right) \, dx \, dy = 0
\] (2.30)

for \( l = 0, 1, \ldots, 5 \), where \( a_i \) are the normalization constants as shown in [10] and \( S = \Delta x \Delta y \). We use the 3-point Gaussian rule for the edge integral and a tensor product of that with nine quadrature points for the interior integral in Eq. (2.30). Again the flux \( \mathbf{G}(x, y, t) \) and \( \mathbf{H}(x, y, t) \) inside the element will be calculated from the corresponding Navier–Stokes equations for efficiency consideration. The numerical flux \( \tilde{G} \left( x_{i+\frac{1}{2}}, y, t \right) \) and \( \tilde{H} \left( x, y_{j+\frac{1}{2}}, t \right) \) at the cell interfaces will be calculated from the gas-kinetic formulation which is presented in the following.

There are two approaches that can be used to construct the numerical flux: one is the directional splitting method [24] and the other is the fully multidimensional method [27]. In this paper we employ the less costly splitting method to construct the flux at the cell interfaces for efficiency and simplicity consideration. For the directional splitting method, only the partial derivatives of the conservative variables in the normal direction of the cell interface will be used in the flux evaluation, which is similar to 1D case. As an illustration, we give the detailed formulae for calculating the flux in the \( x \)-direction \( \tilde{G} \left( x_{i+\frac{1}{2}}, y, t \right) \) at a Gaussian quadrature point \( \left( x_{i+\frac{1}{2}}, y_s \right) \), and the similar calculations can be done in the \( y \)-direction. We will still use Eq. (2.1) with the equilibrium state given by Eq. (2.25) and the simple hybrid distribution function given by Eq. (2.12) to construct the flux \( \tilde{G} \left( x_{i+\frac{1}{2}}, y_s, t \right) \). The hybrid parameter \( \mathcal{L}(\cdot) \) in Eq. (2.12) is determined by Eq. (2.13) again. With the assumption of \( x_{i+\frac{1}{2}} = 0 \), the initial gas distribution function \( f_0 \) in Eq. (2.12) is expressed as

\[
f_0 = \begin{cases}
g^l \left[ 1 + a^l x - \tau (a^l u + A^l) \right], & x \leq 0, \ y = y_s, \\
g^r \left[ 1 + a^r x - \tau (a^r u + A^r) \right], & x \geq 0, \ y = y_s,
\end{cases}
\] (2.31)

where \( g^l \) and \( g^r \) are the equilibrium states at the left and right hand sides of the quadrature point, \( a^l \) and \( a^r \) are expressed as

\[
a^l = a^l_1 + a^l_2 u + a^l_3 v + \frac{1}{2} a^l_4 (u^2 + v^2 + \xi^2), \quad a^r = a^r_1 + a^r_2 u + a^r_3 v + \frac{1}{2} a^r_4 (u^2 + v^2 + \xi^2),
\] (2.32)

which can be uniquely determined from the partial derivatives of the conservative variables with respect to \( x \) there. The terms \( A^l = A^l_1 + A^l_2 u + A^l_3 v + \frac{1}{2} A^l_4 (u^2 + v^2 + \xi^2) \) and \( A^r = A^r_1 + A^r_2 u + A^r_3 v + \frac{1}{2} A^r_4 (u^2 + v^2 + \xi^2) \) can be calculated from the compatibility condition Eq. (2.17). The collisional distribution function \( f_c \) in Eq. (2.12) is written as Eq. (2.18), where \( g_0 \) is constructed by Eq. (2.19). Similar to 1D case, for the flow problems with smooth solutions, we use the relation of Eq. (2.20) to calculate the continuous derivative \( \ddot{a} = \ddot{a}^l = \ddot{a}^r \) of \( g_0 \).

For the viscous flows with strong discontinuities, the limiting procedure becomes necessary, and the following approximation:

\[
2(\mathbf{W}_0 - \mathbf{W}_{i,j})/\Delta t_i = \int \psi \gamma_0 \ddot{a} \, d\Sigma \quad \text{and} \quad 2(\mathbf{W}_{i+1,j} - \mathbf{W}_0)/\Delta t_{i+1} = \int \psi g_0 \ddot{a} \, d\Sigma
\] (2.33)

are used to obtain \( \ddot{a} \) and \( \ddot{a} \) in Eq. (2.18), where \( \mathbf{W}_{i,j} \) and \( \mathbf{W}_{i+1,j} \) are cell average values. Then we can employ the compatibility condition Eq. (2.22) or Eq. (2.23) to get the term \( \overline{A} \) in Eq. (2.18). Finally, the numerical flux \( \tilde{G}(x_{i+\frac{1}{2}}, y_s, t) \) can be obtained by taking the moments of \( \psi \) to the distribution function \( f \) given by Eq. (2.12).
2.4. Limiting procedure and boundary conditions

For the compressible flow simulations by the RKDG method, the direct update of the numerical solution will generate numerical oscillations across strong shock waves. In order to eliminate these oscillations, the non-linear limiter, usually used in the FV method, has to be used in the RKDG method as well. In this paper, in 1D case, we use the Hermite WENO limiter [18] proposed by Qiu and Shu recently. In 2D case, for the rectangular elements a similar limiting procedure to that in [10] is employed. Consider a scalar equation $w_t + G_x + H_y = 0$ in 2D space, for $P^1$ scheme the approximate solution $w^h$ inside the element $I_{ij}$ is known as

$$w^h(x, t) = \sum_{i=0}^{2} w^i_{ij}(t) \phi^i_{ij}(x) \quad \text{for} \ x \in I_{ij}. \quad (2.34)$$

For $w^i_{ij}$, the slope limiter used is

$$\tilde{w}^i_{ij} = \tilde{m} \left( w^i_{ij}, w^0_{i+1,j}, w^0_{ij}, w^0_{i-1,j} \right), \quad (2.35)$$

where the function $\tilde{m}$ is the TVB corrected $\minmod$ function [20] defined by

$$\tilde{m}(a_1, a_2, a_3) = \begin{cases} a_1 & \text{if} \ |a_1| \leq M \Delta x_t^2, \\ m(a_1, a_2, a_3) & \text{otherwise}. \end{cases} \quad (2.36)$$

Here the $\minmod$ function $m$ is given by

$$m(a_1, a_2, a_3) = \begin{cases} s \min(|a_1|, |a_2|, |a_3|) & \text{if} \ s = \text{sign}(a_1) = \text{sign}(a_2) = \text{sign}(a_3), \\ 0 & \text{otherwise}. \end{cases} \quad (2.37)$$

Similarly, $w^2_{ij}$ is limited by

$$\tilde{w}^2_{ij} = \tilde{m} \left( w^2_{ij}, w^0_{i+1,j}, w^0_{ij}, w^0_{i-1,j} \right), \quad (2.38)$$

where $\Delta x_t$ in Eq. (2.36) is changed to $\Delta y_j$. For $P^2$ parts, no limiting is imposed if $\tilde{w}^1_{ij} = w^1_{ij}$ and $\tilde{w}^2_{ij} = w^2_{ij}$; otherwise we remove all higher-order parts, i.e., $w^3_{ij}, w^4_{ij},$ and $w^5_{ij}$, in the approximate solution. For both 1D and 2D cases, the componentwise limiting operator is used after each Runge–Kutta or TVD-RK [19] inner stage.

Now we describe the treatment of boundary conditions. For the adiabatic wall, the no-slip boundary condition for the velocity field is imposed by reversing the velocities in the ghost cell from the sate in the interior region, and the mass and energy densities are put to be symmetric around the wall. For the isothermal wall, where the boundary temperature is fixed, we use the condition of no net mass flux transport across the boundary [24] to construct the flow states in the ghost cell, where the spacial derivatives are calculated from the data around the wall by approximation consistent with the accuracy requirement. For example, a parabolic reconstruction for the flow variables around the wall has to be used for the $P^3$ scheme, whereas the linear approximation is implemented in the $P^1$ case. At the inflow/outflow boundaries, the flow states at the external boundary are computed from the available data and Riemann invariants, and the spacial derivatives there are also obtained by appropriate approximation with the given boundary condition.

3. Numerical experiments

The present RKDG method will be tested in both 1D and 2D problems. We use the two-stage TVD-RK time stepping method [19] for $P^1$ case and the three-stage one for both $P^2$ and $P^3$ cases, the CFL number is 0.2 for $P^1$ case and 0.15 for $P^2$ case.

3.1. Accuracy test

The first test is to solve the Navier–Stokes equations with the following initial data:
\[ \rho(x,0) = 1 + 0.2 \sin(\pi x), \quad U(x,0) = 1, \quad p(x,0) = 1. \]  
(3.1)

The dynamical viscosity coefficient is taken by a value \( \mu = 0.0005 \). The Prandtl number is \( Pr = 2/3 \) and the specific heat ratio is \( \gamma = 5/3 \). The computational domain is \( x \in [0,2] \) and the periodic boundary condition is used. We compute the viscous solution up to time \( t = 2 \) with a small time step to guarantee that the spatial discretization error dominates. No limiter is used in this case. Since there is no exact solution for this problem, we evaluate the numerical error between the solutions by two successively refined meshes and use the error to estimate the numerical convergence rates. The results are shown in Tables 1–3. From these results we can clearly notice that a \((k + 1)\)th-order convergence rate can be obtained for \( P^k \) \((k = 1,2,3)\) schemes for smooth solutions.

### 3.2. Couette flow

The Couette flow with a temperature gradient provides a good test for the RKDG method to describe the viscous heat-conducting flow. With the bottom wall fixed, the top boundary is moving at a speed \( U \) in the horizontal direction. The temperatures at the bottom and top are fixed with values \( T_0 \) and \( T_1 \). Under the assumption of constant viscosity and heat conduction coefficients and in the incompressible limit, a steady state analytical temperature distribution can be obtained,

\[ \frac{T - T_0}{T_1 - T_0} = \frac{y}{H} + \frac{PrEc}{2} \frac{y}{H} \left(1 - \frac{y}{H}\right), \]  
(3.2)

where \( H \) is the height of the channel, \( Pr \) is the Prandtl number, \( Ec \) is the Eckert number \( Ec = U^2/C_p(T_1 - T_0) \), and \( C_p \) is the specific heat at constant pressure.

We set up the simulation as a 1D problem in the \( y \)-direction. There are five cells used in this direction from 0 to 5 with \( H = 5 \) and \( \Delta y = 1 \). The moving velocity at the top boundary in the \( x \)-direction is \( U = 0.1 \). The dynamical viscosity coefficient is taken as \( \mu = 0.1 \). The initial density and Mach number of the gas inside

<table>
<thead>
<tr>
<th>Table 1</th>
<th>The error and convergence order for ( P^1 ) case</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>( L^\infty )-error</td>
</tr>
<tr>
<td>10</td>
<td>3.05E−2</td>
</tr>
<tr>
<td>20</td>
<td>5.68E−3</td>
</tr>
<tr>
<td>40</td>
<td>1.03E−3</td>
</tr>
<tr>
<td>80</td>
<td>2.08E−4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>The error and convergence order for ( P^2 ) case</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>( L^\infty )-error</td>
</tr>
<tr>
<td>10</td>
<td>2.48E−3</td>
</tr>
<tr>
<td>20</td>
<td>2.76E−4</td>
</tr>
<tr>
<td>40</td>
<td>2.50E−5</td>
</tr>
<tr>
<td>80</td>
<td>2.54E−6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
<th>The error and convergence order for ( P^3 ) case</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>( L^\infty )-error</td>
</tr>
<tr>
<td>10</td>
<td>9.05E−5</td>
</tr>
<tr>
<td>20</td>
<td>8.89E−6</td>
</tr>
<tr>
<td>40</td>
<td>4.90E−7</td>
</tr>
<tr>
<td>80</td>
<td>3.26E−8</td>
</tr>
</tbody>
</table>
the channel are 1.0 and 0.1, respectively. In this case the fluid in the channel is almost incompressible. The isothermal no-slip boundary conditions are implemented at both ends. We have tested the RKDG method with a wide range of parameters. Here some of them are presented: (i) specific heat ratio \( \gamma = 5/3, 7/5 \), (ii) different Prandtl number \( Pr = 0.72, 1.0 \), (iii) different Eckert number \( Ec = 10, 50 \). The results without limiter are shown in Figs. 1 and 2. From these figures, we see that the numerical results recover the analytical solutions very well with the variations of all these parameters, and the Prandtl number fix does modify the heat conduction term correctly. It is also clearly shown that the higher-order \( P^2 \) scheme gives more accurate solutions than the lower-order \( P^1 \) scheme with the same mesh size. If we further refine the mesh, the difference between the numerical solution from \( P^1 \) and \( P^2 \) cases is indistinguishable and both accurately recover the analytical solution.

![Fig. 1. Temperature ratio \((T - T_0)/(T_1 - T_0)\) in the Couette flow with \( \gamma = 5/3, Ec = 50 \). The solid line is the analytical solution given by Eq. (3.2), the plus symbol is the numerical solution by \( P^1 \) method and the circle symbol is by \( P^2 \) one.](image1)

![Fig. 2. Temperature ratio \((T - T_0)/(T_1 - T_0)\) in the Couette flow with \( \gamma = 7/5, Pr = 0.72 \). The solid line is the analytical solution given by Eq. (3.2), the plus symbol is the numerical solution by \( P^1 \) method and the circle symbol is by \( P^2 \) one.](image2)
3.3. Navier–Stokes shock structure

The third test is the Navier–Stokes shock structure calculation. Although it is well known that in the high Mach number case the Navier–Stokes solutions do not give the physically realistic shock wave profile, it is still a useful case in establishing and testing a valid solver for the Navier–Stokes equations. Even though the shock structure is well-resolved in this case, due to the highly non-equilibrium state inside the shock layer, its accurate calculation bears large requirement on the accuracy and robustness of the numerical method. The profile of a normal shock structure, and the correct capturing of the viscous stress and heat conduction inside the shock layer represent a good test for the viscous flow solver.

The shock structure calculated is for a monotonic gas with $\gamma = 5/3$ and a dynamical viscosity coefficient $\mu \sim T^{0.8}$, where $T$ is the temperature. The upstream Mach number $M = 1.5$ and the Prandtl number $Pr = 2/3$ are used in this test. The dynamical viscosity coefficient at the upstream keeps a constant value $\mu_{-\infty} = 0.0005$. The reference solution is obtained by directly integrating the steady state Navier–Stokes equations, and the Matlab programs are provided in Appendix C of [24]. Because the normal stress and the heat

![Graphs](image-url)

Fig. 3. Navier–Stokes shock structure calculation, $P^4$ case.
flux seem to show the greatest numerical sensitivity, these are selected to display. Therefore, the profiles of the temperature $T$ and the fluid velocity $U$ across the shock layer, as well as the normal stress and the heat flux defined by

$$
\tau_{nn} = \frac{4}{3} \frac{U_x}{2p}, \quad q_x = -\frac{5}{4} \frac{\mu T_x}{Pr \rho c},
$$

versus fluid velocity $U/U_\infty$, are calculated. In the above equation $p$ is the pressure and $c$ is the speed of sound.

The mesh size used is $\Delta x = 1/800$ for both $P^1$ and $P^2$ cases. The results calculated by the second-order $P^1$ case are presented in Fig. 3 and those by the third-order $P^2$ case are shown in Fig. 4. From these results, we can see that the shock structure is calculated accurately with a reasonable number of grid points inside the shock layer. Moreover, the third-order scheme gives more accurate results than the second-order scheme, especially in the normal stress and heat flux solutions.

Fig. 4. Navier–Stokes shock structure calculation, $P^2$ case.
3.4. Shock tube problem

In the fourth example, in order to further test the RKDG method in capturing the Navier–Stokes solutions in the unsteady case, we calculate the well-known Sod’s test directly by solving the Navier–Stokes equations with $\gamma = 1.4$ and $Pr = 2/3$. The cell size used here is $\Delta x = 1/200$. Fig. 5 gives the results with a kinematic viscosity coefficient $\nu = 0.0005/\rho \sqrt{\lambda}$, where $\lambda$ is related to the temperature in the local equilibrium distribution function $g_0$. The solid lines there are the reference solutions calculated by the FV BGK scheme [24] with a much refined mesh size $\Delta x = 1/1200$. In this case, due to the large viscosity coefficient both the shock structure and the contact wave are well-resolved by the cell size used and both of them are captured accurately. Again the higher-order scheme gives more accurate results than the lower-order scheme, which can be clearly seen in both the velocity distributions in Fig. 5 and the zoom-in views of the density distributions around the shock wave in Fig. 6. The subcell solution presented in Fig. 6 also demonstrates this fact clearly. The results with a much smaller viscosity coefficient $\nu = 0.00005/\rho \sqrt{\lambda}$ are also presented in Fig. 7. Here the shock structure cannot be resolved by the large cell size used, and the RKDG method becomes a shock capturing scheme. The shock transition is purely constructed from the numerical dissipation, which is much wider than the physical one determined from the above physical viscosity.

Fig. 5. Shock tube test for the Navier–Stokes equations with kinematic viscosity coefficient $\nu = 0.0005/\rho \sqrt{\lambda}$. 
3.5. Laminar boundary layer

The next numerical example is the laminar boundary layer over a flat plate with the length $L$. The Mach number is $M = 0.2$ and the Reynolds number based on the upstream flow states and the length $L$ is $Re = 10^5$. A rectangular mesh with $120 \times 30$ cells is used and the mesh distribution is shown in Fig. 8. The mesh size ranges from $\Delta x/L = 1.0 \times 10^{-3}$ at the leading edge to $\Delta x/L = 4.9 \times 10^{-2}$ at the end of the plate in the $x$-direction, and from $\Delta y/L = 6.6 \times 10^{-4}$ near the wall to $\Delta y/L = 0.11$ at the upper boundary in the $y$-direction. The $U$ velocity contours at the steady state computed by the $P^2$ scheme are shown in Fig. 9. We have also compared the numerical results with the theoretical ones given by the well-known Blasius solution in case of incompressible flow. The $U$ velocity distributions along three different vertical lines are shown in Figs. 10 and 11. From these figures, we can see that the numerical solutions by both $P^1$ and $P^2$ schemes recover the theoretical solution accurately, even with as few as four grid points in the boundary layer. The computed skin friction coefficient along the flat plate is shown in Fig. 12, where a very good agreement with the Blasius solution is obtained. The logarithmic plot of the skin friction coefficient in Fig. 13 shows that the higher-order $P^2$ scheme performs better than the lower-order $P^1$ scheme in both the leading edge and the outflow region. Similar observation is obtained in [1].
Fig. 7. Shock tube test for the Navier–Stokes equations with kinematic viscosity coefficient $v = 0.00005/p\sqrt{\lambda}$.

Fig. 8. Mesh distribution for laminar boundary layer problem.
Fig. 9. Laminar boundary layer problem. One hundred equally spaced contours of the fluid velocity $U/U_\infty$ from 0 to 1.0061 from $P^2$ calculation.

Fig. 10. Laminar boundary layer problem. $U$ velocity distributions along three vertical lines by $P^1$ case.

Fig. 11. Laminar boundary layer problem. $U$ velocity distributions along three vertical lines by $P^2$ case.

Fig. 12. Laminar boundary layer problem. Skin friction coefficient distribution along the flat plate.
3.6. Shock boundary layer interaction

The final test deals with the interaction of an oblique shock with a laminar boundary layer, which has been computed by Bassi and Rebay with an implicit high-order discontinuous Galerkin method [2]. The shock makes a 32.6° angle with the wall, which is located at \( y = 0 \) and \( x \geq 0 \), and hits the boundary layer on the
wall at $X_s = 10$. The Mach number of the shock wave is equal to 2 and the Reynolds number based on the upstream flow condition and the characteristic length $X_s$ is equal to $2.96 \times 10^5$. The dynamical viscosity $\mu$ is computed according to the Sutherland’s law for the gas with $\gamma = 1.4$ and $Pr = 0.72$. The computation was carried out on a rectangular domain $[-1.05 \leq x \leq 16.09] \times [0 \leq y \leq 10.16]$. A nonuniform mesh with $106 \times 73$ cells, similar to the laminar boundary layer problem, is constructed. The mesh size varies from $\Delta x / X_s = 1.0 \times 10^{-2}$ around $x = 0$ to $\Delta x / X_s = 2.6 \times 10^{-2}$ at the end of the plate in the $x$-direction, and from $\Delta y / X_s = 3.2 \times 10^{-4}$ around $y = 0$ to $\Delta y / X_s = 7.6 \times 10^{-2}$ at the upper boundary in the $y$-direction. The pressure contours computed by the $P^1$ and $P^2$ schemes are presented in Fig. 14. In this case the shock structure cannot be well-resolved by the current mesh size and the RKDG method turns out to be a shock capturing one in terms of the shock. As expected, the $P^2$ scheme gives a sharper numerical shock transition than that from $P^1$ scheme due to the less numerical dissipation introduced by weaker discontinuities at the cell interfaces. On the other hand, the boundary layer can be resolved under the present mesh. The skin friction and pressure distributions at the plate surface are shown in Fig. 15, where a fair agreement with the experimental data [13] is obtained for both $P^1$ and $P^2$ schemes, and the $P^2$ scheme performs slightly better than the $P^1$ scheme. Our numerical results are comparable with those in [17]. The main discrepancy between the experimental and numerical results is probably due to the assumption that the flow is laminar whereas the real physical one could be turbulent.

Fig. 15. Shock boundary layer interaction. Skin friction (upper) and pressure (lower) distributions at the plate surface.
4. Conclusions

In this paper, a RKDG method for the viscous flow computation has been presented. The construction of the RKDG method is based on a gas-kinetic formulation, which combines the convective and dissipative terms together in a single gas distribution function. Due to the intrinsic connection between the gas-kinetic BGK model and the Navier–Stokes equations, the Navier–Stokes flux is automatically obtained by the method. The current RKDG method has good shock capturing capacity, where the numerical dissipation introduced from the numerical flux at the cell interface is controlled adaptively by a hybrid parameter in the current approach. The RKDG method works very well for all test cases presented. The higher-order $P^2$ scheme does give a more accurate solution than that from the lower-order $P^1$ scheme, especially in the well-resolved cases. In terms of the computational cost, the present RKDG method is more expensive, especially in the multidimensional cases, than the finite volume gas-kinetic BGK method for the Navier–Stokes equations. For the RKDG methods, the limiting procedure plays an important role for the quality of numerical solutions and its formulation is sophisticated in the cases with strong discontinuities. Generally speaking, both the numerical flux and the limiting procedure are needed to bring numerical dissipation into the viscous solutions. This kind of dissipation is unavoidable because with limited cell size we cannot fully resolve the physical solutions, such as the shock structure, the leading edge of the boundary layer, or the small scale turbulent flow, even though we are claiming to solve the viscous governing equations.
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