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This article considers fractionally integrated autoregressive moving-average time series models with conditional heteroscedasticity, which combines the popular generalized autoregressive conditional heteroscedastic (GARCH) and the fractional (ARMA) models. The fractional differencing parameter d can be greater than 1/2, thus incorporating the important unit root case. Some sufficient conditions for stationarity, ergodicity, and existence of higher-order moments are derived. An algorithm for approximate maximum likelihood (ML) estimation is presented. The asymptotic properties of ML estimators, which include consistency and asymptotic normality, are discussed. The large-sample distributions of the residual autocorrelations and the square-residual autocorrelations are obtained, and two portmanteau test statistics are established for checking model adequacy. In particular, non-stationary FARIMA (p, d, q)–GARCH(r, s) models are also considered. Some simulation results are reported. As an illustration, the proposed model is also applied to the daily returns of the Hong Kong Hang Seng index (1983–1984).
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1. INTRODUCTION


Time series models with a time-varying conditional variance was first proposed by Engle (1982). This class of models has important applications, particularly in finance and economics (see, e.g., Bollerslev 1986, Bollerslev, Engle, and Woodridge 1988, and Weiss 1984.) Bollerslev (1992) later gave a more complete review on the subject. Li and Mak (1994) derived a formal diagnostic tool for nonlinear time series with conditional heteroscedasticity. Ling (1995) found some simple sufficient conditions for the strict stationarity and the existence of higher-order moments for several well-known classes of autoregressive conditional heteroscedastic (ARCH) models. Given the recent interests in time series with fractional unit root and changing conditional variances, it is only natural to consider time series that exhibit both features. Baillie, Chung, and Tiles (1995) used a special case, a FARIMA (0, d, 1)–GARCH(1, 1) model, to analyze the monthly post–World War II consumer price index (CPI) inflation series of 10 different countries. They found evidence of long memory with conditional heteroscedasticity. However, apart from the estimation procedure, a complete statistical inference methodology has not been developed for the above model. In this article, a unified approach that combines both the conditional heteroscedastic and fractional ARMA models is proposed. An important feature of the new model is that the fractional differencing parameter can be greater than 1/2. Thus the present approach will incorporate also models with unit roots. In the nonstationary case, our estimate procedure is a direct extension of that of Beran (1995).

The article is organized as follows. Section 2 gives the model definition and some properties of the model. Section 3 discusses the ML estimation procedure and the asymptotic properties of the estimators. Section 4 derives the asymptotic distributions of residual autocorrelations and squared residual autocorrelations and obtains two portmanteau tests for checking model adequacy. Sections 5 and 6 report the results of several simulation experiments. Section 7 applies the FARIMA(p, d, q)–GARCH(r, s) model to the daily return of the Hong Kong Hang Seng index (1983–1984). The Appendix contains all proofs of theorems.
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2. MODELS AND PROPERTIES

2.1 The FARIMA(0, d, 0)-GARCH(r, s) Model

For easy of presentation, we first consider a special case. We define the FARIMA(0, d, 0)-GARCH(r, s) model to be a discrete time series \{Y_t\} that satisfies the following equation:

\[(1 - B)^d Y_t = \varepsilon_t, \quad (1)\]

\[\varepsilon_t | F_{t-1} \sim N(0, h_t), \quad h_t = \alpha_0 + \sum_{i=1}^{r} \alpha_i \varepsilon_{t-i}^2 + \sum_{j=1}^{s} \beta_j h_{t-j}, \quad \varepsilon_t \in [0, \infty).
\]

where \(\alpha_0 \geq 0, \alpha_1, \ldots, \alpha_r, \beta_1, \ldots, \beta_s \geq 0, \) \(d = r + s \) and \(s \) are positive integers, \(d \) is a real number, \(B \) is the backward-shift operator, \((1 - B)^d \) is defined by the binomial series

\[(1 - B)^d = \sum_{k=0}^{\infty} \frac{(k + d - 1)!}{k!(d - 1)!} B^k,
\]

and \(F_{t-1} \) is the \(\sigma \) field generated by the past information \(\{\varepsilon_{t-1}, \varepsilon_{t-2}, \ldots\} \). Of course, the GARCH model defined by (2) can be replaced by other conditional heteroscedastic models; for example, the threshold ARCH model of Li and Li (1996).

The following theorem gives some basic properties of the model (1)-(2).

Theorem 2.1. Suppose that \(\alpha_0 > 0, \alpha_i \)'s and \(\beta_i \)'s \(\geq 0, \) \(\sum_{i=1}^{r} \alpha_i + \sum_{j=1}^{s} \beta_j < 1, \) and \(d < 1/2. \) Then for model (1)-(2), there exists a \(F_t \)-measurable second-order stationary solution \(\{\varepsilon_t, Y_t\} \). It is the only second-order stationary solution given the \(Z_t \)'s, which are defined later. The solution \(\{\varepsilon_t, Y_t\} \) has the following causal representations:

\[\varepsilon_t = Z_t \left[ \alpha_0 + \sum_{j=1}^{\infty} \delta^j \left( \prod_{i=1}^{j} \xi_{t-i} \right) \xi_{t-j} \right]^{1/2} \quad \text{a.s.} \quad (4)
\]

and

\[Y_t = \sum_{k=0}^{\infty} \frac{(k + d - 1)!}{k!(d - 1)!} \varepsilon_{t-k} \quad \text{a.s.,} \quad (5)
\]

where \(\xi_t = (\alpha_0 Z_t^2, 0, \ldots, 0, \alpha_0, 0, \ldots, 0, Z_t^2, 0, \ldots, 0, 0)_{r+s} \) (i.e., the first component is \(\alpha_0 Z_t^2 \) and the \(r + 1\)th component is \(\alpha_0) \), \(\{Z_t\} \) are independently normally distributed with mean 0 and variance \(1, \delta = (\alpha_1, \ldots, \alpha_r, \beta_1, \ldots, \beta_s)^T, \) and

\[A_t = \begin{pmatrix}
\alpha_1 Z_t^2 & \cdots & \alpha_r Z_t^2 \\
\alpha_1 & \cdots & \alpha_r \\
O_{(r-1) \times (s-1)} & \cdots & O_{(r-1) \times (s-1)}
\end{pmatrix}
\]

\[\varepsilon_t = Z_t \left[ \alpha_0 + \sum_{j=1}^{\infty} \delta^j \left( \prod_{i=1}^{j} \xi_{t-i} \right) \xi_{t-j} \right]^{1/2} \quad \text{a.s.} \quad (4)
\]

and

\[Y_t = \sum_{k=0}^{\infty} \frac{(k + d - 1)!}{k!(d - 1)!} \varepsilon_{t-k} \quad \text{a.s.}, \quad (5)
\]

where \(\xi_t = (\alpha_0 Z_t^2, 0, \ldots, 0, \alpha_0, 0, \ldots, 0, Z_t^2, 0, \ldots, 0, 0)_{r+s} \) (i.e., the first component is \(\alpha_0 Z_t^2 \) and the \(r + 1\)th component is \(\alpha_0) \), \(\{Z_t\} \) are independently normally distributed with mean 0 and variance \(1, \delta = (\alpha_1, \ldots, \alpha_r, \beta_1, \ldots, \beta_s)^T, \) and

\[A_t = \begin{pmatrix}
\alpha_1 Z_t^2 & \cdots & \alpha_r Z_t^2 \\
\alpha_1 & \cdots & \alpha_r \\
O_{(r-1) \times (s-1)} & \cdots & O_{(r-1) \times (s-1)}
\end{pmatrix}
\]

\[\varepsilon_t = Z_t \left[ \alpha_0 + \sum_{j=1}^{\infty} \delta^j \left( \prod_{i=1}^{j} \xi_{t-i} \right) \xi_{t-j} \right]^{1/2} \quad \text{a.s.} \quad (4)
\]

and

\[Y_t = \sum_{k=0}^{\infty} \frac{(k + d - 1)!}{k!(d - 1)!} \varepsilon_{t-k} \quad \text{a.s.,} \quad (5)
\]

where \(\xi_t = (\alpha_0 Z_t^2, 0, \ldots, 0, \alpha_0, 0, \ldots, 0, Z_t^2, 0, \ldots, 0, 0)_{r+s} \) (i.e., the first component is \(\alpha_0 Z_t^2 \) and the \(r + 1\)th component is \(\alpha_0) \), \(\{Z_t\} \) are independently normally distributed with mean 0 and variance \(1, \delta = (\alpha_1, \ldots, \alpha_r, \beta_1, \ldots, \beta_s)^T, \) and

\[A_t = \begin{pmatrix}
\alpha_1 Z_t^2 & \cdots & \alpha_r Z_t^2 \\
\alpha_1 & \cdots & \alpha_r \\
O_{(r-1) \times (s-1)} & \cdots & O_{(r-1) \times (s-1)}
\end{pmatrix}
\]

\[\varepsilon_t = Z_t \left[ \alpha_0 + \sum_{j=1}^{\infty} \delta^j \left( \prod_{i=1}^{j} \xi_{t-i} \right) \xi_{t-j} \right]^{1/2} \quad \text{a.s.} \quad (4)
\]

and

\[Y_t = \sum_{k=0}^{\infty} \frac{(k + d - 1)!}{k!(d - 1)!} \varepsilon_{t-k} \quad \text{a.s.}, \quad (5)
\]

where \(\xi_t = (\alpha_0 Z_t^2, 0, \ldots, 0, \alpha_0, 0, \ldots, 0, Z_t^2, 0, \ldots, 0, 0)_{r+s} \) (i.e., the first component is \(\alpha_0 Z_t^2 \) and the \(r + 1\)th component is \(\alpha_0) \), \(\{Z_t\} \) are independently normally distributed with mean 0 and variance \(1, \delta = (\alpha_1, \ldots, \alpha_r, \beta_1, \ldots, \beta_s)^T, \) and

\[A_t = \begin{pmatrix}
\alpha_1 Z_t^2 & \cdots & \alpha_r Z_t^2 \\
\alpha_1 & \cdots & \alpha_r \\
O_{(r-1) \times (s-1)} & \cdots & O_{(r-1) \times (s-1)}
\end{pmatrix}
\]
where \( \phi(B) = 1 - \phi_1 B - \cdots - \phi_p B^p \) and \( \theta(B) = 1 + \theta_1 B + \cdots + \theta_q B^q \) are polynomials in \( B \) with no common factors; \( p, q, r, \) and \( s \) are positive integers; and \( d, B, \alpha_0, \alpha_1, \ldots, \alpha_r, \beta_1, \ldots, \beta_s \) are as defined in Section 2.1. The following theorem shows some properties of FARIMA\((p, d, q)\)-GARCH\((r, s)\) models.

**Theorem 2.3.** Let \( \{Y_t\} \) be generated by (7)-(8). Suppose that all roots of \( \phi(B) \) and \( \theta(B) \) lie outside the unit circle and \( \sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{s} \beta_j < 1 \).

a. If \( d < 1/2 \), then \( \{Y_t\} \) is second-order stationary and has the following representation:

\[
Y_t - \mu = \phi^{-1}(B)\theta(B) \sum_{k=0}^{\infty} \frac{(k + d - 1)!}{k!(d - 1)!} \varepsilon_{t-k},
\]

where \( \varepsilon_t \) has representation (4). Hence \( \{Y_t\} \) is strictly stationary and ergodic.

b. If \( d > -1/2 \), then \( \{Y_t\} \) is invertible; that is, \( \varepsilon_t \) can be written as

\[
\varepsilon_t = \phi(B)\theta^{-1}(B) \sum_{k=0}^{\infty} \frac{(k - d - 1)!}{k!(d - 1)!} (Y_{t-k} - \mu).
\]

c. If \( \rho[E(A^B)] < 1 \), then the fourth moments of \( \{Y_t\} \) are finite, and if \( \rho[E(A^B)] < 1 \), then the eighth moments of \( \{Y_t\} \) are finite, where \( A_4 \) is defined by (6).

Denoting \( \rho_k = \text{cov}(Y_{t-k}, Y_t)/\text{var}(Y_t) \), similar to theorem 2(4) of Hosking (1981), we can also see that \( \rho_k \sim c|k|^{2d-1}(k \to \infty) \) as \( |d| < 1/2 \) and \( \{Y_t\} \) is stationary and invertible, where \( c \) is a constant number. This means that the dependence between observations decays hyperbolically. The decay is slower than the geometric decay of the stationary ARMA model. These types of long-range dependency may be modeled by the present approach.

3. ESTIMATION OF FARIMA–GARCH MODELS

3.1 The Stationary Case

Suppose that \( Y_1, \ldots, Y_n \) are generated by the model (7)-(8) with known mean \( \mu = 0 \). Denoting \( \gamma = (\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q, d)^T \), \( \delta = (\alpha_0, \alpha_1, \ldots, \alpha_r, \beta_1, \ldots, \beta_s)^T \), and \( \lambda = (\gamma^T, \delta^T)^T \), assume that \( \lambda_0 = (\gamma_0^T, \delta_0^T)^T \) is the true value of \( \lambda \) and is in the interior of the compact set \( \Theta \). The approximate ML estimator (MLE) \( \hat{\lambda}_n \) of \( \lambda \) in \( \Theta \) maximizes the conditional log-likelihood on \( F_0 \) (ignoring constants),

\[
L(\lambda) = \frac{1}{n} \sum_{t=1}^{n} l_t, \quad l_t = -\frac{1}{2} \ln h_t - \frac{\varepsilon_t^2}{2h_t}.
\]

To obtain \( \hat{\lambda}_n \), we need to find the first-order derivatives and the information matrix. For each \( t \), these are as follows:

\[
\frac{\partial l_t}{\partial \gamma} = \frac{1}{2h_t} \left( \frac{\varepsilon_t^2}{h_t} - 1 \right) \frac{\partial h_t}{\partial \gamma} = \frac{\partial \varepsilon_t}{\partial \gamma} \frac{\partial \varepsilon_t}{\partial h_t} \frac{\partial h_t}{\partial \gamma}
\]

and

\[
\frac{\partial l_t}{\partial \delta} = \frac{1}{2h_t} \frac{\partial h_t}{\partial \delta} \left( \frac{\varepsilon_t^2}{h_t} - 1 \right),
\]

where

\[
\frac{\partial \varepsilon_t}{\partial \phi_j} = -\phi^{-1}(B)\varepsilon_{t-j}, \quad \frac{\partial \varepsilon_t}{\partial \theta_j} = -\theta^{-1}(B)\varepsilon_{t-j},
\]

and

\[
\frac{\partial h_t}{\partial \delta} = -\sum_{k=1}^{n} \frac{1}{k} \varepsilon_{t-k}, \quad \frac{\partial h_t}{\partial \theta} = \varepsilon_t + \sum_{i=1}^{s} \beta_i \varepsilon_{t-i} - \theta^{-1}(B)\varepsilon_{t-j},
\]

and

\[
\frac{\partial h_t}{\partial \gamma} = 2 \sum_{i=1}^{r} \alpha_i \varepsilon_{t-i} \frac{\partial \varepsilon_{t-i}}{\partial \gamma} + \sum_{i=1}^{s} \beta_i \varepsilon_{t-i} - \phi^{-1}(B)\varepsilon_{t-j}.
\]

Similarly, we find \( (\partial^2 l_t)/\partial \gamma \partial \delta^T \). Note that only \( n \) observations are available. However, \( \varepsilon_t, h_t, \partial \varepsilon_t/\partial \gamma, \partial \varepsilon_t/\partial \delta, \partial h_t/\partial \gamma, \) and \( \partial h_t/\partial \delta \) all depend on the theoretically infinite past history of \( \{Y_t\} \) or \( \{\varepsilon_t\} \). For simplicity, we assume that the presample values of \( Y_t \) and \( \varepsilon_t \) are 0 and choose the presample estimates of \( h_t \) and \( \varepsilon_t \) to be \( \sum_{t=1}^{n} \varepsilon_t^2/n \). This will not affect asymptotic efficiency and other asymptotic properties (see Bollerslev 1986 and Weiss 1986). The following theorems give the asymptotic properties of the information matrix and the MLE \( \hat{\lambda}_n \).

**Theorem 3.1.** Suppose that \( \{Y_t\} \) and \( \{\varepsilon_t\} \) generated by (7)-(8) with \( \alpha_0 > 0, \alpha_1, \ldots, \alpha_r, \beta_1, \ldots, \beta_s \geq 0, \sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{s} \beta_j < 1, E(\varepsilon_t^2) < \infty, \) and \( |d| < 1/2 \) and that all roots of \( \phi(B) \) and \( \theta(B) \) lie outside the unit circle. Then

\[
-\frac{1}{n} \sum_{t=1}^{n} \left( \frac{\partial^2 l_t}{\partial \gamma \partial \delta^T} \frac{\partial^2 l_t}{\partial \delta \partial \gamma^T} \right) \rightarrow^{a.s.} \left( \Omega_\gamma \Omega_\delta \right)
\]

as \( n \to \infty \) and \( \Omega_\gamma \) and \( \Omega_\delta \) are positive matrices, where

\[
\Omega_\gamma = \text{E} \left[ \left( \frac{1}{h_t} \frac{\partial \varepsilon_t}{\partial \gamma} + \frac{\partial h_t}{\partial \gamma} \right) \left( \frac{1}{h_t} \frac{\partial \varepsilon_t}{\partial \gamma} + \frac{\partial h_t}{\partial \gamma} \right)^T \right],
\]

and

\[
\Omega_\delta = \text{E} \left[ \frac{1}{h_t} \frac{\partial h_t}{\partial \delta} \frac{\partial h_t}{\partial \delta}^T \right],
\]

and \( a.s. \) denotes convergence almost surely.
Theorem 3.2. Under the assumptions of Theorem 3.1, the following hold:

a. There exists a MLE $\hat{\lambda}_n$ such that it satisfies the equation $\partial \ell(\lambda)/\partial \lambda = 0$ and $\hat{\lambda}_n \rightarrow \lambda_0$ as $n \rightarrow \infty$.

b. For a sequence, $\sqrt{n}(\hat{\lambda}_n - \lambda_0) \overset{D}{\rightarrow} N(0, \Omega^{-1})$ as $n \rightarrow \infty$, where $\overset{D}{\rightarrow}$ and $\overset{D}{\rightarrow}$ denote convergences in probability and in distribution, $\Omega_0 = \text{diag}(\Omega_{\gamma}, \Omega_{\delta})$, and $\Omega_{\gamma}$ and $\Omega_{\delta}$ are at $\lambda = \lambda_0$. Further, the information matrices $\Omega_{\gamma}$ and $\Omega_{\delta}$ can be estimated consistently by

$$\Omega_{\gamma} = \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{1}{h_t} \frac{\partial \varepsilon_t}{\partial \gamma} \right]$$

and

$$\Omega_{\delta} = \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{1}{2h_t^2} \frac{\partial \varepsilon_t}{\partial \delta} \right],$$

where the various terms are evaluated at $\lambda = \lambda_n$.

Because the off-diagonal blocks of the information matrix, $\sum E[(\hat{\theta}^2 h_t)/(\partial \lambda \partial \delta^T)]$, are $0$, $\gamma$ and $\delta$ can be estimated separately without an additional loss in efficiency. In practice, it is sometimes necessary to use a variable-step length procedure, such as the Levenberg–Marquardt adjustment algorithm (Goldfeld, Quandt, and Trotter 1966; Thisted 1988). In the case where model (7)-(8) includes an unknown drift $\mu$ (as in Li and Mcleod 1986), the series may be centered by the sample mean and then estimated by the foregoing procedure. Some simulation results in Section 5 illustrate that the estimators obtained by this method are very close to those obtained when the mean $\mu = 0$ and known.

3.2 The Nonstationary Case

For $d < 1/2$, the FARIMA($p, d, q$) model is stationary and ergodic. For $d \geq 1/2$, it is well known that the FARIMA($p, d, q$) models are not stationary. How to estimate the nonstationary FARIMA model and how to check for the adequacy of nonstationary FARIMA model are obviously important problems. Beran (1995) proposed an approximate ML for nonstationary FARIMA model with a constant conditional variance. However, as far as we know, there are as yet no results for the latter problem. In the following, we generalize Beran’s (1995) approximate ML estimation procedure for the nonstationary FARIMA($p, d, q$)–GARCH($r, s$) model. The diagnostic checking procedure can be found in the next section.

Suppose that $d = m + d^2$, where $-1/2 < d^2 < 1/2$ and $m$ is a positive integer. Then Equation (7) can be written as

$$\phi(B)/(1 - B)^d(1 - B)^m Y_t = \theta(B)\varepsilon_t,$$

where $\varepsilon_t$ is defined by (8). Denoting $Y_t = (1 - B)^m Y_t$, then $Y_t$ follows the equation

$$\phi(B)/(1 - B)^d U_t = \theta(B)\varepsilon_t,$$

where $\varepsilon_t$ is defined by (8). Denoting $U_t = (1 - B)^m Y_t$, then $U_t$ follows the equation

$$\phi(B)/(1 - B)^d U_t = \theta(B)\varepsilon_t.$$
as \( n \to \infty \) and \( \Omega_\gamma \) and \( \Omega_\delta \) are positive matrices, where \( \Omega_\gamma \) and \( \Omega_\delta \) are defined in (19) and \( m \) and \( d_1 \) are defined in (21).

**Theorem 3.4.** Under the assumptions of Theorem 3.3:

\( \text{a.} \) There exists a MLE \( \lambda_0 \) satisfying the equation 
\[
\partial L(\lambda)/\partial \lambda = 0 \quad \text{and} \quad \lambda_0 \to \lambda_0 \quad \text{as} \quad n \to \infty.
\]

\( \text{b.} \) For such a sequence, \( \sqrt{n}(\lambda_0 - \lambda_0) \to N(0, \Omega_0^{-1}) \) as \( n \to \infty \), where \( \Omega_0 = \text{diag}(\gamma_0, \Omega_0) \). \( \Omega_0 \) and \( \Omega_0 \) are values of \( \Omega_\gamma \) and \( \Omega_\delta \) at \( \lambda = \lambda_0 \). Further, the information matrices \( \Omega_1 \) and \( \Omega \) can be estimated consistently by \( \hat{\Omega}_1 \) and \( \hat{\Omega} \) as in (20) with \( \hat{\eta}_t \) and \( \hat{\varepsilon}_t \) replaced by \( \hat{\eta}_t(\lambda) \) and \( \hat{\varepsilon}_t(\lambda) \).

In the case where \((1 - B)^m Y_t \) in model (21) includes a nonzero unknown drift \( \mu \) (i.e., \( Y_t \) follows the equation 
\[
\phi(B)(1 - B)^d Y_t - \mu = \theta(B)\varepsilon_t,
\]
the time series \( \{Y_t\} \) is not stationary, and hence \( n^{-1-1} \sum_{t=1}^{n} Y_t \) does not converge to the mean \( \mu \). Following Beran (1995), we can use a simple method to overcome this. Let \( U_t = (1 - B)^m Y_t \) and \( U = (n - m)^{-1} \sum_{t=m+1}^{n} U_t \) is a consistent estimate of \( \mu \). The residual \( \varepsilon_t \) can be estimated by the following adjusted residual: 
\[
\varepsilon_t(\lambda) = \lambda^{-1} \sum_{k=0}^{n-1} \hat{a}_t(\lambda^*) \left( U_t - k - \hat{U} \right).
\]
All other quantities defined earlier can be defined analogously. As shown by simulation in Section 5, the estimates obtained by adjusted residuals are very close to those in the case with mean \( \mu \) known and equal to 0.

**Remark.** If \( \hat{\eta}_t \) is a positive constant, then the foregoing estimate procedure reduces to that given by Beran (1995) for the FARIMA(\( p, d, q \)) model with a constant conditional variance.

### 4. STATISTICS FOR DIAGNOSTIC CHECKING

In model building, identification and diagnostic checking are two important steps. Identification of the FARIMA(\( p, d, q \))–GARCH(\( r, s \)) model can be divided into two parts. We can first identify the order \( (p, d, q) \) of the conditional mean equation, then identify the order \( (r, s) \) of the conditional variance. The former can be done by the Akaike information criterion (AIC) procedure given by Hosking (1984), and the latter can be done by the procedure given by Bollerslev (1986). In this section we mainly consider diagnostic checking of the fitted model.

Residual autocorrelations have been found to be useful in checking the adequacy of ARMA models (see Bo and Jenkins 1976 and Ljung and Box 1978). Li (1992) obtained the asymptotic distribution of residual autocorrelations for general nonlinear time series. Li and Mak (1994) proposed a formal diagnostic checking tool for nonlinear time series with conditional heteroscedasticity. Following their ideas, we derive the asymptotic standard error of residual autocorrelations and squared residual autocorrelations of the FARIMA–GARCH model and construct two chi-squared statistics, \( Q(M) \) and \( Q^2(M) \), for checking model adequacy. In particular, the results in this section can be applied to nonstationary FARIMA(\( p, d, q \))–GARCH(\( r, s \)) models.

Denoting \( \mu_t = \sum_{s=1}^{p} \phi_s(Y_{t-s} - \mu) + E[\theta(0)(1 - B)^d Y_{t-d}]/\text{Var}(1, h, 0), \phi_0 = \alpha_0 + \sum_{s=1}^{d} \alpha_s \hat{\varepsilon}_{t-s} + \sum_{s=1}^{d} \beta_s \hat{\eta}_{t-s}, \varepsilon_t = \theta^{-1}(B)\phi(B)(1 - B)^d Y_t - \mu, \) and \( \hat{\varepsilon}_t \) is the corresponding residual when \( \mu \) is replaced by the MLE \( \hat{\mu} \) in Section 3.1 or Section 3.2. Similarly, we define \( \hat{\mu}_t \) and \( \hat{\eta}_t \). The lag \( k \) standardized residual autocorrelation is defined as 
\[
\rho_k = \frac{1}{\sqrt{\hat{h}_t}} \frac{\varepsilon_{t-k}}{\sqrt{\hat{h}_{t-k}}} - \bar{\varepsilon}_t \frac{1}{\sqrt{\hat{h}_t}} \frac{\varepsilon_{t-k}}{\sqrt{\hat{h}_{t-k}}} - \bar{\varepsilon}_t
\]
for \( k = 1, 2, \ldots \). Let \( \hat{\rho} = (\hat{\rho}_1, \ldots, \hat{\rho}_M)^T \). We then have the following theorem.

**Theorem 4.1.** Under the assumptions of Theorem 3.1 or 3.3, \( \sqrt{n}\hat{\rho} \) is asymptotically normal with mean 0 and covariance matrix 
\[
V_1 = I_M - Y\Omega_0^{-1}Y^T,
\]
where \( Y = (Y_1, \ldots, Y_M)^T \), \( Y_k = -E[(\varepsilon_{t-k}/\sqrt{\hat{h}_t})^2]/\sqrt{\hat{h}_t} \), and \( I_M \) is the \( M \times M \) identity matrix.

The lag \( k \) squared standardized residual autocorrelation is defined as 
\[
\hat{\rho}_k = \frac{1}{\sqrt{\hat{h}_t - \hat{\varepsilon}_t^2}} \frac{\varepsilon_{t-k}^2}{\hat{h}_{t-k} - \hat{\varepsilon}_t^2} / \sum_{\hat{\varepsilon}_t^2} \frac{\varepsilon_{t-k}^2}{\hat{h}_{t-k} - \hat{\varepsilon}_t^2}
\]
for \( k = 1, 2, \ldots \). If the model is correct, then \( \hat{\rho}_k \) converges to 1 almost surely, so that \( \hat{\rho}_k \) can be replaced by 
\[
\rho_k = \frac{1}{\sqrt{\hat{h}_t}} \frac{\varepsilon_{t-k}}{\hat{h}_{t-k} - \hat{\varepsilon}_t} / \sum_{\hat{\varepsilon}_t^2} \frac{\varepsilon_{t-k}^2}{\hat{h}_{t-k} - \hat{\varepsilon}_t}
\]
for \( k = 1, 2, \ldots \). Letting \( \hat{\rho} = (\hat{\rho}_1, \ldots, \hat{\rho}_M)^T \), we have the following theorem.

**Theorem 4.2.** Under the assumptions of Theorem 3.1 or 3.3, \( \sqrt{n}\hat{\rho} \) is asymptotically normal with mean 0 and covariance matrix 
\[
V_2 = I_M - \frac{1}{4} X\Omega_0^{-1}X^T,
\]
where \( X = (X_1, \ldots, X_M)^T \), \( X_k = E[(1/\hat{h}_t)\hat{h}_t]/\varepsilon_t = \text{diag}(\hat{\mu}_t/\varepsilon_t) \), \( \text{diag}(\hat{\mu}_t/\varepsilon_t) \rangle \text{diag}(\mu_0, \mu_0) \), and \( I_M \) is the \( M \times M \) identity matrix.

The main result of the proofs of Theorems 4.1 and 4.2 is maintained by using Taylor expansions of \( \hat{\rho}_k \) and \( \hat{\varepsilon}_k \) at the true value \( \lambda_0 \), the large-sample properties of the MLE \( \lambda_0 \) given by Theorems 3.2 and 3.4, and the stationarity and ergodicity of the residual process \( \varepsilon_t \). In the nonstationary case, although the observed process \( \{Y_t\} \) is nonstationary, the residual process \( \varepsilon_t = \theta^{-1}(B)\phi(B)(1 - B)^d Y_t - \mu = \theta^{-1}(B)\phi(B)(1 - B)^d U_t \) is still stationary and ergodic. Thus all details are similar to arguments of Li (1992) and Li and Mak (1994) and hence are omitted.

By Theorems 4.1 and 4.2, we know that 
\[
Q(M) = n\rho^T\hat{V}_1 - \hat{\rho} \sim \chi^2(M)
\]
and 
\[
Q^2(M) = n\hat{\rho}^T\hat{V}_2^{-1}\hat{\rho} \sim \chi^2(M),
\]
where \( \hat{V}_1 = I - \hat{\mu}\Omega_0^{-1}\hat{Y}^T, \hat{V}_2 = I - X\hat{\mu}^{-1}X^T/4, \Omega_0 = \text{diag}(\hat{\mu}, \hat{\mu}), \hat{\mu}, \) and \( \hat{\mu} \) are defined as in Theorems 3.2 and 3.4 for the stationary and nonstationary cases, \( \hat{\mu} = \ldots \).
(\(\bar{Y}_1, \ldots, \bar{Y}_M\))^T, \(\bar{Y}_k = -n^{-1} \sum_{t=k+1}^{n} \frac{1}{\sqrt{h_{t-k}}} \frac{\partial Q_k}{\partial \mu} \) is the estimated value of \(Y_k\) at \(\lambda = \lambda_n\), \(\bar{X} = (\bar{X}_1, \ldots, \bar{X}_M)^T\), and \(\bar{X}_k = -n^{-1} \sum_{t=k+1}^{n} \frac{1}{\sqrt{h_{t-k}}} \frac{\partial Q_k}{\partial \phi} \) is the estimated value of \(X_k\) at \(\lambda = \lambda_n\). The statistics \(Q(M)\) and \(Q^2(M)\) can be used for testing the joint significance of \(\hat{\mu}\) and \(\hat{\phi}\), \(i = 1, \ldots, M\). Similar to the idea of Li and Mak (1994), if \(\beta_1 = \cdots = \beta_\lambda = 0\) and \(M > \lambda\), then the entries of \(X\) are approximately 0 from the \((r+1)\)th row onward. The standard errors of \(\hat{\phi}_i, i = r + 1, \ldots, M\) are then just \(1/\sqrt{n}\) and \(Q^2(r, M) = n \sum_{i=r+1}^{M} (\hat{\phi}_i^2 - \chi^2(M - r))\). Hence \(Q^2(r, M)\) can be used as a portmanneau statistic for testing the overall significance of \(\hat{\phi}_i, i = r + 1, \ldots, M\). In addition, if \(\alpha_1 = \cdots = \alpha_\lambda = \beta_1 = \cdots = \beta_\lambda = 0\), then \(X = O, \bar{V}_2 = I, \) and \(Q^2(M) = n \sum_{i=1}^{M} \hat{\phi}_i^2 - \chi^2(M)\). In this case \(Q^2(M)\) can be used to test whether or not the FARIMA model has GARCH disturbance.

5. SIMULATION RESULTS FOR THE ML ESTIMATION

First, we consider the FARIMA(1, d, 0)–GARCH(1, 1) models with parameter sets \((d, \phi_1, \alpha_0, \alpha_1, \beta_1) = (.3, .5, .4, .3, .3)\) and \((.3, -.5, .4, .3, .3)\). For each parameter set, the mean \(\mu\) known and \(\mu\) estimated by the sample mean cases are compared. For each case, the number of replications is 500 with lengths of realization 200 and 400. In the simulation, we use the Levenberg–Marquardt adjustment algorithm, which has better convergence results. The simulation results are summarized in Table 1. In the table, the true parameter values used in the data-generating process are given in the first four columns. The estimated biases are given on the same row, and the corresponding empirical root mean squared errors \((\sqrt{\text{MSE}})\) of the estimates are given in the row below. The root mean asymptotic variance \((\sqrt{\text{MAV}})\) calculated by (19) are given under the row of empirical root mean squared errors. From Table 1, we see that the biases are generally small, and the empirical root mean squared errors and the root mean asymptotic variances are very close in all cases. When the series is centered by the sample mean, both biases and root mean squared errors are not substantially changed for the sample sizes considered. For estimated parameters in the conditional variance equation, the effect of the estimated \(\mu\) on biases and root mean squared errors is also negligible. As sample size increases, all biases, empirical root mean squared errors, and root mean asymptotic variances decrease. The root mean asymptotic variances and the empirical root mean squared errors also become much closer at \(n = 400\). These are consistent with our expectations. We also considered the FARIMA(0, d, 1)–GARCH(1, 1) model and found very similar results. (These results are available on request.)

Next we simulate nonstationary FARIMA(0, d, 0)–GARCH(1, 1) models with parameter sets \((d, \alpha_0, \alpha_1, \beta_1) = (.7, .3, .3, .3)\), \((1.0, .2, .2, 2.0), (1.2, .25, .25, .25), (1.4, .3, .3)\) and \((2.2, .3, .3, .3)\). For each parameter set, we consider two
different sample sizes: 200 and 400. The number of replications is 500 in all cases. The results are summarized in Table 2. The results demonstrate that the estimation method in Section 3.2 is applicable to the nonstationary situation. For each parameter set and sample size, the estimated parameter bias is negligible, and the empirical root mean squared error is close to that given by the asymptotic theory. We have also considered the case where \( \mu = 1 \) is unknown. We found that the adjusted residual has negligible effect on estimated parameters. These results are similar to those in Table 1 and thus are not reported here.

## 6. SIZE AND POWER OF THE GOODNESS-OF-FIT TESTS

We performed some simulation experiments to examine the empirical size and power of the goodness of fit statistics \( Q(M) \) and \( Q(M^2) \). Due to space limitations we report results only on the nonstationary case. Results for the stationary case are similar and are available on request. Three pairs of data are generated by the model \((1 - B)^dX_t = \varepsilon_t \) with conditional variance \( h_t = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \alpha_2 \varepsilon_{t-2}^2 + \alpha_3 \varepsilon_{t-3}^2 + \beta_1 h_{t-1} \). Three pairs of parameter sets are used: \((7, 3, 3, 3, 0, 0) \) and \((7, 3, 3, 3, 2, .05) \), \((1.4, 3, 3, 3, 0, 0) \) and \((1.4, 3, 3, 3, 2, .05) \), and \((2.2, 2, 2, 2, .05) \). Results for these three pairs of parameter sets are reported in Table 3 corresponding to model 1, model 2, and model 3. For each parameter set, two different sample sizes (i.e., 400 and 500) are considered. In all cases, the number of replications is 500. The FARIMA\((0, d, 0)\)–GARCH\((1, 1)\) model is fitted to all data. The results are summarized in Table 3, with the entries equal to the proportion of rejections based on the upper fifth percentile of the chi-squared distribution with 6 degrees of freedom. Both statistics are slightly sensitive, but the average sizes seem rather acceptable. The powers of \( Q^2(M) \) and \( Q(M) \) averaging over .76 are also reasonably high.

### 7. AN ILLUSTRATIVE EXAMPLE

The dataset that we analyze in this section is the daily Hong Kong Hang Seng index. There are altogether 495 observations from January 3, 1983, to December 31, 1984. The log index is denoted by \( r_t \) \((t = 1, \ldots, 495) \). Note that in 1983, the Chinese government and the British government were discussing the sovereignty issue of Hong Kong. The stock market in Hong Kong suffered several dramatic shocks. The effect of these shocks appears to continue into the following year. Therefore, it is reasonable to expect a long-memory model to apply in this period. Again because of the shocks, there are a few outliers in the return series. To avoid the effect of these outliers, those \( r_t \) values larger than \( 3\sigma \) (where \( \sigma \) is the standard deviation of the \( r_t \) series) are replaced by \( 3\sigma \). The \( r_t \) series are estimated by the FARIMA\((1, d, 0)\) model with constant variance, the FARIMA\((1, d, 0)\)–ARCH(1) model, the FARIMA\((1, d, 0)\)–ARCH(2) model, and the FARIMA\((1, d, 0)\)–GARCH\((1, 1)\) model. The approximate ML estimation given in Section 3 is used. For each model, the known mean (with restriction \( \mu = 0 \)) and unknown mean cases are considered. The usual likelihood ratio test suggests that the mean is insignificant. The modeling results for the mean \( \mu = 0 \) case are as follows:

**Model 1:** \((1 - B)^{1.2677}(1 + 2.465B)\)\(r_t = \varepsilon_t \), \( h_t = 1.594 \times 10^{-3} \), log-likelihood value = 4,080, where the estimated standard errors of \( d, \phi_1, \) and \( \alpha_0 \) are .0567, .0567, and .1017 \times 10^{-3}, \( Q(25) = 48.27 \) and \( Q^2(25) = 48.27 \).
\[Q2(25) \log\text{-likelihood} = 0.0336, Q(25) = 0.7925, Q(25) = 48.75.\]

Model 3: \((1 - B)^{1.3171}(1 + \cdot 2760B)r_t = \varepsilon_t, h_t = 0.1351 \times 10^{-3} + 0.0306\varepsilon_t^2 + 1.265e_t^2, \log\text{-likelihood} = 0.095, Q(25) = 51.54.\]

Model 4: \((1 - B)^{1.2781}(1 + \cdot 2733B)r_t = \varepsilon_t, h_t = 0.1413 \times 10^{-4} + 0.0826\varepsilon_t^2 + 1.6630h_{t-1}, \log\text{-likelihood} = 0.969, Q(25) = 51.72.\]

From these fitted models, we see that model 4—the FARIMA \((1, d, 0)\)–GARCH \((1, 1)\) model—has the largest log-likelihood value. For models 1–3, the values of the \(Q(M)\) and \(Q^2(M)\), \(M = 25\), statistics are larger than the corresponding critical values at level .05, and hence these models are clearly rejected. Other values of \(M\) give similar results. For model 4, the values of all test statistics are smaller than the corresponding critical values at significance level .05, and hence model 4 seems adequate for the \(r_t\) series. However, all of the estimates for \(d\) seem to suggest a value of \(d\) around 1.28. This implies that the returns of the index, defined as the first-order differences of \(r_t\), will have a value of \(d\) around .28. Thus long memory may be present in the return series. Note that here the order of differencing is automatically taken care of by the estimation procedure. The individual residual autocorrelation and squared residual autocorrelation also suggest that model 4 is adequate for fitting the \(r_t\) series. These are not reported here.

8. CONCLUSIONS

In this article we have discussed a class of FARIMA models that include nonstationary integrated cases and allow the innovations to follow the GARCH processes. Some properties of the proposed model and estimation and diagnostic procedures were presented. The application of the proposed model to the Hong Kong Hang Seng index (1983–1984) seems to illustrate that the long-memory phenomenon may exist simultaneously in the stock return and in the volatility of the stock return. We believe that this phenomenon may exist in many other time series. The results of this article may be useful in modeling time series that exhibit long memory in both the conditional mean and the conditional variance.

APPENDIX: PROOFS OF THEOREMS

Proof of Theorem 2.1

Because \(\varepsilon_t\) is conditionally normal, by (2) we can write \(\varepsilon_t\) as

\[\varepsilon_t^2 = a_0 Z_t^2 + \sum_{i=1}^{r} \alpha_i Z_t^2 \varepsilon_{t-i}^2 + \sum_{i=1}^{s} \beta_i Z_t^2 h_{t-1},\]

where \(Z_t\) is a standard normal random variable independent of \(F_{t-1}.\)

We rewrite (A.1) in vector form as

\[\tilde{\varepsilon}_t = A_t \tilde{\varepsilon}_{t-1} + \xi_t,\]

where \(\tilde{\varepsilon}_t = (\varepsilon_t^2, \varepsilon_{t-1}^2, h_{t-1}, \ldots, h_{t-s})^T, \xi_t\) is defined as in (4), and \(A_t\) is defined by (6). Consider that

\[S_n,t = \xi_t + \sum_{j=1}^{n} \left( \prod_{i=0}^{j-1} A_{t-i} \right) \xi_{t-j},\]

where \(n = 1, 2, \ldots\) Let \((s_{n,t})_k\) be the \(k\)th element of \((\prod_{i=0}^{j-1} A_{t-i})\xi_{t-j}.\) Then, because \((Z_t)\) is a sequence of iid variables and each element of \(A_t\) and \(\xi_t\) is nonnegative,

\[E[(s_{n,t})_k] = \eta_k^T E \left( \prod_{i=0}^{j-1} A_{t-i} \right) \xi_{t-j} = \eta_k^T \xi_{t-j} = \eta_k^T A^T c_1,\]

where \(\eta_k = (0, 0, 0, 1, 0, \ldots, 0)^T\) with 1 appears at the \(k\)th position, \(c_1 = E\xi_{t-j}\) is a constant vector, and

\[A = \begin{pmatrix} \alpha_1 & \cdots & \alpha_r & \beta_1 \cdots \beta_s \\ \alpha_1 & \cdots & \alpha_r & \cdots \beta_1 \\ \alpha_1 \cdots \alpha_r & \cdots \beta_1 & \cdots \beta_s \\ \alpha_1 \cdots \alpha_r & \cdots \beta_1 & \cdots \beta_s \end{pmatrix}.\]

Hence \(\sum_{i=1}^{r} \alpha_i + \sum_{j=1}^{s} \beta_j < 1\) implies that the eigenvalues of \(A\) lie inside the unit circle; that is, the spectral radius \(\rho(A)\) is less than 1. The right side of (A.4) is less than \(c^p\) for some constant \(c\). Thus \(S_{n,t}\) converges almost surely as \(n \to \infty\). Denoting the limit of \(S_{n,t}\) as \(\tilde{\varepsilon}_t\), then, by the foregoing argument, the first-order moment of \(\tilde{\varepsilon}_t\) exists and

\[\tilde{\varepsilon}_t = \xi_t + \sum_{j=1}^{\infty} \left( \prod_{i=0}^{j-1} A_{t-i} \right) \xi_{t-j}.\]
It is easy to verify that \( \bar{e}_t \) satisfies (A.2). Hence there exists a \( F_t \)-measurable second-order stationary solution \( e_t = Z_t \sqrt{h_t} = Z_t (\eta_{t-1}^T \bar{e}_t)^{1/2} \), and this solution has the representation given by (4), where \( \eta_t \) is defined by (A.4). For such a \( F_t \)-measurable second-order stationary solution \( \{e_t\} \), consider \( Y_{n,t} = \sum_{k=0}^n a_k e_{t-k} \), where \( a_k = (k + d - 1)!/(k!(d - 1)) \). By Stirling’s formula, \( \lim_{k \to \infty} k^{d-1}/a_k = c \), where \( c \) is a positive constant. It is easy to show that \( \sum_{k=0}^\infty a_k^2 < \infty \). So \( \{Y_{n,t}\} \) converges in mean squares, and hence the second-order moment of \( Y_t \) defined by (5) is finite. By the binomial expansion of \( (1 - z)^{-d} \), we know that \( \{Y_t\} \) satisfies (1) and has the representation (5).

To show that the solution \( \{e_t, Y_t\} \) of (1)-(2) is unique, let \( \{e'_t, Y'_t\} \) be another \( F_t \)-measurable second-order stationary solution of (1)-(2). Similar to (A.2), we have \( e_t' = A_t e_{t-1} + \xi_t \), where \( e_t' = (e_{t,1}', \ldots, e_{t,n+1}', h_t', \ldots, h_{t+n}').T \), \( h_t' = \alpha_0 + \sum_{i=1}^n \alpha_i e_{t-i}^2 + \sum_{i=1}^n \beta_i h_{t-i} \), and \( \xi_t \) is defined by (4). Let \( U_t = e_t' - e_t' \); then \( U_t \) is first-order stationary and, by (A.2), \( U_t = A_t U_{t-1} = \left( \sum_{k=0}^\infty A_{t-k} \right) U_{t-n-1} \).

Denoting the \( k \)th component of \( U_t \) as \( u_{k,t} \), then, because each element of \( A_t \) for all \( t \) is nonnegative,

\[
|u_{k,t}| = \left| \eta_k^T \left( \sum_{i=0}^n A_{t-i} \right) U_{t-n-1} \right| \leq \eta_k^T \left( \sum_{i=0}^n A_{t-i} \right) |U_{t-n-1}|,
\]

(A.7)

where \( \eta_k \) is defined as in (A.4) and \( |U_t| \) is defined as \( |u_{1,t}|, \ldots, |u_{n+1,t}|.T \). Because \( U_t \) is first-order stationary and \( F_t \) measurable, by (A.7) we have

\[
E[u_{k,t}] \leq \eta_k^T A (\alpha_0) \text{ as } n \to \infty,
\]

(A.8)

where \( c = E[U_t] \) is a constant vector and \( A \) is defined by (A.5). So \( u_{k,t} = 0 \) a.s.; that is, \( e_{t}' = e_t' \) a.s. Thus \( h_t' = h_t \) a.s., and hence \( e_t' = e_t' = Z_t \sqrt{h_t} \) a.s. when \( Z_t \)’s are given; that is, \( \bar{e}_t \) satisfying (2) is unique. Similarly, we can show that \( Y_t = Y_t \) a.s. Therefore, \( \{e_t, Y_t\} \) is the unique \( F_t \)-measurable first-order stationary solution of the model (1)-(2). By (4)-(5), \( \{e_t, Y_t\} \) are measurable functions of the iid random variables \( \{Z_t\} \) and hence are strictly stationary and ergodic.

Proof of Theorem 2.2

a. By the lemma in Section 2.1, we know that \( E(e_t^4) \leq \infty \). Note that

\[
EY_t^4 \leq \sum_{k_1,k_2=0}^\infty a_{k_1}^2 a_{k_2}^2 E(\varepsilon_{t-k_1} e_{t-k_2}^2) \leq \sum_{k=0}^\infty a_{k_1}^2 a_{k_2}^2 E(\varepsilon_{t-k_1} e_{t-k_2}^4) \leq \sum_{k=0}^\infty \sum_{k=0}^\infty a_k^2 E(e_t^4) = \left( \sum_{k=0}^\infty a_k^2 \right)^2 E(e_t^4),
\]

where \( a_k = (k + d - 1)!/(k!(d - 1)) \). Because \( \sum_{k=0}^\infty a_k^2 < \infty \), we know that the right side is finite.

b. Again by the lemma in Section 2.1, \( E(e_t^4) < \infty \). Similar to (1),

\[
EY_t^4 = \sum_{k_1,k_2,k_3,k_4=0}^\infty a_{k_1} a_{k_2} a_{k_3} a_{k_4} E(\varepsilon_{t-k_1} e_{t-k_2} e_{t-k_3} e_{t-k_4}) \leq \sum_{k_1,k_2,k_3,k_4=0}^\infty a_{k_1} a_{k_2} a_{k_3} a_{k_4} E(\varepsilon_{t-k_1} e_{t-k_2} e_{t-k_3} e_{t-k_4}) \leq \sum_{k=0}^\infty \sum_{k=0}^\infty a_k^2 E(e_t^4) = \left( \sum_{k=0}^\infty a_k^2 \right)^2 E(e_t^4),
\]

where \( a_k \) is defined as in part a.

Proof of Theorem 2.3

a. Let \( \varphi(z) = \varphi^{-1}(z) \theta(z)(1 - z)^{-d} \). Because the power series expansions of \( \varphi^{-1}(z) \) and \( (1 - z)^{-d} \) under the assumptions converge for \( |z| \leq 1 \), \( Y_t \) exists with representation (9). By Theorem 2.1, \( \{e_t\} \) is second-order stationary. Similar to the proof of Theorem 2.2, we can show that \( \{Y_t\} \) is also second-order stationary. By representation (4), \( e_t \) is a measurable function of iid random variable \( Z_t \)’s and hence so is \( \{Y_t\} \). Therefore, \( \{Y_t\} \) is strictly stationary and ergodic.

b. Let \( \varphi(z) = \varphi(z)^T (z)(1 - z)^d \). Similar to \( \varphi(z) \), the power series expansion of \( \varphi_0 \) converges as \( |z| \leq 1 \), and we know that (10) holds.

c. Let \( U_t = (1 - B)^{-d} e_t \); then \( Y_t - \mu = \varphi^{-1}(B) \theta(B) U_t \). By Theorem 2.2a, \( E(e_t^2) < \infty \). Similar to the proof of Theorem 2.2a, we can show that \( E(U_t^2) < \infty \) and then that \( E(Y_t^2) < \infty \). Similarly, we have \( E(Y_t^4) < \infty \) under the given assumptions.

Proof of Theorem 3.1

First, note that

\[
E \left( \frac{\partial^2 \bar{e}_t}{\partial d^2} \right)^2 = \sum_{k=1}^\infty \frac{1}{k^2} E \bar{e}_t^2 = \frac{1}{6} E \bar{e}_t^2 < \infty,
\]

and \( \frac{\partial^2 \bar{e}_t}{\partial d^2} = \ln^2 (1 - B) \bar{e}_t = \left( -\sum_{k=1}^\infty \frac{1}{k} B^k \right)^2 \bar{e}_t \), and \( E \left( \frac{\partial^2 \bar{e}_t}{\partial d^2} \right) |F_{t-1}| = 0 \). Under the given assumptions, we can show that \( E \left( \frac{\partial \bar{e}_t}{\partial d} \right) \), \( E \left( \frac{\partial \bar{e}_t}{\partial d} \right) \), and \( E \left( \frac{\partial^2 \bar{e}_t}{\partial d^2} \right) \) are finite. Further, because \( \bar{e}_t \) has a symmetric distribution, it is not difficult to prove that \( E \left( \frac{\partial \bar{e}_t}{\partial d} \right) = 0 \). By the strict stationarity and ergodicity of \( \{Y_t\} \) and \( \{e_t\} \) and the ergodic theorem, (18) holds. Similar to the proof of Weiss’s lemmas 3.1-3.3 (Weiss 1986), we can show that \( \Omega_t \) and \( \Omega_k \) are positive definite matrices.

Proof of Theorem 3.2(a)

Following Weiss (1986), we need to check the conditions provided by Basawa, Feign, and Heyde (1976): (1) \( n^{-1} \sum \partial_i(\lambda)/\partial \lambda \to 0 \); (2) there exists a nonrandom matrix \( \Omega(\lambda_0) > 0 \) such that for all \( \varepsilon > 0 \), \( \int \sum \partial_i(\lambda)/\partial \lambda d\lambda \Omega(\lambda) > 1 - \varepsilon \) for all \( n > n(\varepsilon) \); and (3) there exists a constant \( M < \infty \) such that \( E(\partial^2 \bar{e}_t(\lambda)/\partial \lambda d\lambda) < M \) for all \( \lambda \in \Theta \), where \( \lambda_t \) is the \( t \)th component of \( \lambda \).

These three conditions ensure that a root of the equation \( \partial_i(\lambda)/\partial \lambda \) exists such that \( \lambda_t \to \lambda_0 \). The following show that conditions (1)–(3) are satisfied:
From (12)–(15), we know that $E[\partial_l/\partial \lambda]_{\lambda=\lambda_0} = 0$. By the ergodic theorem, condition (1) is satisfied.

b. By Theorem 3.1, the matrix $\Omega_0$ is positive definite, and hence for any constant vector $c \neq 0$, $n^{-1} \sum c^T (\partial l_t(\lambda_0)/\partial \lambda)_{\lambda=\lambda_0} \Omega_0 c < 0$. For any given $c$, let $0 < \varepsilon < c^T \Omega_0 c/2$. Then for all $\varepsilon > 0$, there exists $n_1(n,\varepsilon)$ such that

$$P\left\{ \left| n^{-1} \sum c^T \frac{\partial l_t(\lambda_0)}{\partial \lambda} \Omega_0 c \right| > \varepsilon \right\} > 1 - \varepsilon$$

for all $n > n_1$; that is,

$$P\left\{ -n^{-1} \sum c^T \frac{\partial l_t(\lambda_0)}{\partial \lambda} \Omega_0 c < c^T \Omega_0 c/2 \right\} > 1 - \varepsilon$$

for all $n > n_1$. So condition (3) is satisfied.

c. Note that

$$\frac{\partial^2 \varepsilon_t}{\partial B^2} = \ln^2 (1 - B) \varepsilon_t = \left( -\sum_{k=1}^{\infty} \frac{1}{k} B^k \right)^2 \varepsilon_t$$

and

$$E \left( \frac{\partial^2 \varepsilon_t}{\partial B^2} \right)^2 = E \left( \sum_{k_1, k_2, k_3=1}^{\infty} \frac{1}{k_1 k_2 k_3} \varepsilon_{t-k_1-k_2-k_3} \right)^2$$

$$= \sum_{k_1, k_2, k_3=1}^{\infty} \frac{1}{k_1 k_2 k_3} E\varepsilon_{t-k_1-k_2-k_3}^2$$

$$= \left( \frac{\pi}{6} \right)^3 E\varepsilon_t^2 < \infty.$$  (A.9)

By differentiating $\partial l_t/\partial \lambda\partial \lambda^T$ and using (A.9), we can conclude that condition (3) holds.

Proof of Theorem 3.2.b

We again need to check the conditions given by Basawa et al. (1976); that is, (1) $n^{-1/2} \sum [\partial l_t(\lambda_0)/\partial \lambda]_{\lambda=\lambda_0} \to N(O, \Omega_0)$ for a nonrandom $B_0 > 0$; (2) $n^{-1} \sum [\partial^2 l_t(\lambda_0)/\partial \lambda^2]_{\lambda=\lambda_0} \to -\Omega_0$ for a nonrandom $A_0 > 0$; and (3) the condition (3) in the proof of Theorem 3.2a.

First, by direct calculation it is easy to know that $E[(\partial l_t/\partial \lambda) (\partial l_t/\partial \lambda^T)] = \text{diag} (\Omega_0, \Omega_0)$. By the ergodic theorem,

$$\frac{1}{n} \sum_{t=1}^{n} \partial l_t/\partial \lambda_{\lambda=\lambda_0} \xrightarrow{a.s.} \Omega_0.$$ 

Let $S_n = \sum_{t=1}^{n} \eta_t^2 (\partial l_t/\partial \lambda)_{\lambda=\lambda_0}$, where $\eta_t$ is an arbitrary constant vector with $\eta_t \neq 0$. Then it is easy to show that $S_n$ is a martingale with $(1/n)E S_n^2 = \eta_t^2 \Omega_0 \eta_t > 0$. From the strict stationarity and ergodicity of $(\{Y_t\} \text{ and } \{e_t\})$, $(1/n)E S_n^2 \to [1/(1-n)]E S_n[4n F_n-1] \to 1$. Using the central limit theorem of Stout (1974), we have

$$\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \partial l_t/\partial \lambda_{\lambda=\lambda_0} \xrightarrow{D} N(O, \Omega_0).$$ 

That is, condition (1) holds. Next by Theorem 3.1, condition (2) holds. Finally by the proof of Theorem 3.2a, condition (3) holds. Thus we complete the proof.
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