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7.2 Properties of Exchangeable roots
The notion of exchangeable is explained as follows

Proposition 7.20. If C' and C' = C — {B} U {B'} are two adjacent clusters, then
B, B8’ are exchangeable

Proof. e We have single linear relation

mgB +mg B = Z My, mg, mgr, M~y € L>o
~yecno!

e Since cluster is Z basis, mg = mg = 1.

Use 7 to bring f = —q;.

Then v € C N C’ has no a; components since it is compatible with —ay;.

Hence (B8’) =7 (—au|B") =1

O

The exchange relation of two exchangeable roots in the clusters C, C’ with C/ =

C —{B} U{B'} are of the form
z[Blz[B] = pX[y] + p' X[Y]

for some polynomials in x(C' N C’) and some coefficients (depending on 8, 3’,C)
p,p’ € P. We can think of it as represented by some elements in the root lattice Q:

Xyl =a" o™ =y =mim + ... + e

where ; are the elements of C N C’ and m; > 0. It turns out that one can describe
~ and 7/ explicitly.
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Theorem 7.21. Let 3,3 be exchangeable. Define
Bto B =07 (a(B) +a(B))
If ® is not of type Ay, then the set
EB,B') :={B+s 8 :0 €D}
consists of two elements {8+ p',WB'}. If ® = Ay, E(—a,a) = {0}.

Lemma 7.22. If 3, 8’ are both positive, or 1.(8),7(8') are both positive, then

Btr B =8+0
stnce 1. = t. s linear when the root is positive.
Example 7.23. In the special case where ' = —a;,
(o) 8B =p0—a;+ Zaijai
i#]

Using this Lemma, one can determine when 8+, 8’ is B+ 3 or S W 3.
We list some properties of 8+ 3" and S W 3:

Lemma 7.24. Let 8,3 be exchangeable.
(1) No negative simple root can be cluster component of 4 (.
(2) The vectors 8+ B and S W B’ has no common cluster components
(3) If [BWB : ;] >0, then [B+ 8 : ;] > 0.
(4) All cluster components of 8+ 8 and BW S are compatible with both 8 and 5’

(5) A root a # B, is compatible with both 3,5 iff compatible with all cluster
components of B+ " and BWG'.

(6) If @« € —1I is compatible with all cluster components of B+ B, then it is
compatible with all cluster components of B 3.

Proof. (1) — Assume 8+ 3’ has cluster expansion in the cluster C. If —a; € C,
all other elements of C' has no a; components.
- [B+0:—ac >0, then [B+ 5" : ;] <O.
— This means 8 or ' = —ay. Let 8 = —q;.

— Then B||f)=1=[8+0 :a;] =0 (!

—~

)

~
I

Let o be the common cluster component. Apply ¢ € D and assume
a = —Q;.

—Ifo(f+p8)=0c(B)+c(8), then by part 1 it is impossible.



— Otherwise o(8W ") = o(8) + o(B’), again by part 1 it is impossible.

(3) is [CFZ, Theorem 1.17]. Tt is proved case by case for each Dynkin types, with
8 pages of calculations...
(4)  — Let a be cluster component of 5+ §'. Apply o € D with o(8) = —a.
— Suffices to show (—a||o(a)) = 0.
= 0(f) = —azand 1 = (B[|8') = (a(B)[|o(6)) = (—aillo(B)) = [0(8) : ai]
= [0(B) +0(f):u] =0
— By (3) = [o(B)wo(B):a] <0
— Ineither case, [o(8+06') : a;] <0. o(a) is cluster component of o(8+3").
— Hence [o(a) : ;] <0, hence (—ay||o(a)) =0
—o(BWS) =0c(B) +o(8) for some o € D.
— « is cluster component of fW 3" = o(«) is cluster component of o(8) +
a(p')
— Hence o(«) is compatible with ¢(8) and ¢(8’), hence o compatible with
B and 3.
(5) (if) Similar argument to (4).

(6) follows from (3)
O

Proposition 7.25. If 3, 5" are exchangeable, then there exists two adjacent clusters

Cand C'=C - {ptUu{p'}.
Proof. Follows from Lemma 7.5 (4), (5).

e The set consisting of 8 and all cluster components of 5+ 8’ and S W g’ is
compatible. Hence there exists a cluster C' containing this set.

e Every element of C' — {8} is compatible with 8" hence C' — {8} U {0} is a
cluster.

O

7.3 Exchange matrix B(C)

Finally we define the exchange matrix B(C). Let us start with the initial seed
where A = A(By) with By giving an alternate orientation. Then the mutations
e = HieIi wi gives pi(By) = —Bg. From this we can determine the signs of
B(C). To summarize:



Lemma 7.26. There exists unique sign function e(3,') on pair of exchangeable
T00tSs

e(—ay,B') = —€(j)
G(TﬂvTﬂ/) 76(ﬂ7ﬂl)7 /Baﬂ, ¢ {7041 : T(ia]‘) - 70[]}

It is skew-symmetric

e(ﬁl7 B) = _e(ﬂa ﬂ/)
Pictorially it is defined by

T—e € T+
—Qu e ﬁ T_> . — -y
ke(B)
T—e A T+
—Q _> /8/ T_> ......... _al

Then k.(B) < ke(8') = €(8,5') :=.
Since 7, 7_ covers all the roots of ®>_1, it also gives a combinatorial description
of B(C) for any C. The explicit expression for B(C) is given as follows:

Definition 7.27. Let C' = C — {8} U {8’} be an adjancent cluster of C by ex-
changing . Define the matriz B(C) for each cluster of A(®) as

bap(C) = (8,8 - [(8+ #) — (8¢ 8) ol
=€(B8,8") - ([B+ 8"+ detus — [BY B : fcrus)
Hence the exchange relation is of the form
vpry =p(C)aprp + ' (C)zpes
for some coefficients p(C),p'(C) € P
Let Cy = {—a1, ..., —ay} be the initial seed.

Lemma 7.28. The exchange matriz defined above satisfies

_J 0 1=7J
a0y (Co) = { e(jlaij i#7j

bra,r8(7C) = —bap(C)
In particular, A(B(Cy)) is a Cartan matriz.
Proof. Let us prove the first statement. By definition,
(=0, 5) = —(j)

—o; U8 =—qj +B+Zakjak
oy



Hence

boai,—a;(Co) = e(—ay,05) - [(—a; + B) — (—a; W B) + —ai]c,
=—€(j)- [ Zakjak D)

Py
_ { 0 i=j
—e(jlai; i#j

O

Theorem 7.29. B(C) gives a seed attachment for (the dual complex of) A(®).
i.€.

(1) B(C) is sign-skew-symmetric:
baﬁbﬁa <0 or baﬁ = bga =0

(2) If C' = C — {~v}U{y'} is an adjancent cluster, then B(C") is obtained from
B(C) by matriz mutation

bap(C’) = 1y (bap(C))

(3) The dual graph of A(®) has 2-dimensional face given by 4,5,6,8-gon, with the
corresponding B(C) matriz having type 0,1,2,3.
Hence A is of finite type by Proposition 7.

Proof. Mostly using the 7 € D invariance of b and € to reduce to checking the case
for a = —ay.
(3) is proved by induction on the rank of the root system:

e Rank 2 is known (4,5,6,8-gon correspond to type Ay x Ay, As, By, G5 respec-
tively). Assume n > 3.

e If L is a loop, all the vertices share n — 2 common elements.

e Use 7 to bring one of them to —a;. The type does not change by 7-invariance
of b.

e Since remaining elements are compatible with —a;, they do not have a; com-
ponents. Hence one can remove «; and consider a lower rank root system
with the same loop L.

O



7.4 Denominator Theorem

We have established a surjection a — z[a] from vertex of ®>_; to the cluster
variables by the previous Theorem. The denominator Theorem tells us that in fact
this is a bijection, where each z[a] has different denominators. Here —a; correspond
to x; of the initial seed xg. We now proceed to prove the denominator theorem.

Proof of Denominator Theorem. We will prove that
Py
z[a] = 7(:0)
X0
By induction on
k(@) = min(ky (o), k—(a)) > 0
o If k(a) = 0, « is negative root.

e Assume k(a) =k > 1 and the theorem holds for all roots o’ with k(o) < k.

e We have ® ()
o= (—ag) =gy (o)
for some j € I. Since a; and —a; are exchangeable, so are a, 7(—a;) where
— (k=1

TI=T )

e Then we have the exchange relation
elajalr(~a;)] = q [ [ alr(—a;)) = +r
i#]
for some g, € P.

e For £ =1 we have o = «; and

_ g e ™

z[aj] 2

e For k > 2, all roots appearing above has k(a’) < k, hence by induction we
have

—ay;
q Hi;éj P‘r(—gq) + ra”
Pr(—a)

where P,/ are polynomials in x, and we denote

y= (—ay) T(-a)

zla] = 277D

i#]
e Since z[a] is a Laurent polynomial, the fraction is actually a polynomial. We
have
v =70 ayeu) = m(a; W (—ay)) = 7() + 7(—ay) = a + 7(—a;)

i#j



References

[CFZ] F. Chapoton, S. Fomin, A. Zelevinsky, Polytopal Realization of Generalized
Associahedra, Canadian Mathematical Bulletin, 45(4), 537-566.

[FZ-ClusterII] S. Fomin, A. Zelevinsky, Cluster Algebras II: Finite Type Classifica-
tion, Inventiones mathematicae 154.1 (2003): 63-121.

[FZ-YSystem] S. Fomin, A. Zelevinsky, Y System and Generalized Associahedra,
Annals of Mathematics 158.3 (2003): 977-1018.



