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A B S T R A C T   

We investigated the impacts of high-resolution atmospheric forcing and ocean-atmosphere coupling on the 
estuary-shelf ocean simulation off the Pearl River Estuary. We conducted process and dynamics analyses of the 
wind-driven coastal ocean circulation under atmospheric flux forcing from (1) global reanalysis data, (2) a high- 
resolution regional atmospheric model, and (3) an air-sea coupled model during an upwelling-favorable wind. 
The results revealed that the high-resolution atmospheric model significantly improved the representations of the 
near-surface wind field and air temperature. The air-sea coupled model outperformed the uncoupled model in 
simulating coastal currents, water temperature, and salinity. The high-resolution uncoupled model strengthened 
the surface wind stress and along-isobath pressure gradient force (PGF), resulting in an intensified cross-isobath 
transport. The improved wind forcing from the air-sea coupled model modulated the spatial variation of the net 
stress curl and vorticity advection and enhanced the along-isobath PGF for a stronger cross-isobath transport. The 
lower sea surface temperature (SST) in the air-sea coupled model reduced the air temperature and wind stress. 
Adjusting the SST in the air-sea coupled model improved the momentum fluxes and the associated ocean 
transport dynamics.   

1. Introduction 

Simulating coastal oceanic circulation is challenging because of 
multiple influences on the circulation like wind, tide, river discharge, 
and air-sea exchange. In particular, wind-driven ocean circulation de-
termines the coastal circulation dynamics. When numerically simulating 
the ocean, the most common way to atmospherically force the coastal 
ocean is to interpolate the wind forcing from large-scale reanalysis data 
(e.g. ERA-40) (Myksvoll et al., 2011), using a few observation points 
within the study area (Zu and Gan, 2015) or using idealized wind data 
(Xie and Eggleston, 1999). Neither method reflects or resolves the 
complex regional scale of the atmospheric fluxes caused by local topo-
graphic features and land-air-sea interactions in the near-shore coastal 
water. To obtain high-resolution wind forcing for a coastal ocean model, 
dynamically downscaling atmospheric analysis data to a higher resolu-
tion is a more optimal method. An ocean model is driven by atmospheric 
fluxes related to spatially and temporally variable atmospheric variables 
from the atmosphere model. In addition, interaction and feedback be-
tween the atmosphere and the ocean at various temporal and spatial 

scales influence the oceanic and atmospheric circulations when the at-
mospheric and oceanic models are coupled. In an estuary-shelf coupled 
coastal system, the interactions are even more complex. The interactions 
among land, air, and sea involve dynamic and thermodynamic envi-
ronments in the atmospheric and oceanic processes and the coupling of 
the three systems. 

For our study, we used the Pearl River Estuary (PRE) as an example 
of an estuary-shelf system that we simulated with a regional ocean 
model. The PRE is a semi-enclosed coastal embayment in the northern 
South China Sea (NSCS, Fig. 1). The PRE is shaped like a trumpet and is 
5 km wide at the northern end and 35 km wide at the southern end. Two 
longitudinally deep channels vary from 5 m to 25 m in the central region 
and on the east side. These two deep channels connect the PRE with the 
adjacent NSCS. The water depth over the NSCS increases from 5 m at the 
entrance of the estuary to more than 70 m further from the estuary. The 
isobaths are approximately northeast-southwest, parallel to the coast-
line, with a strong cross-shelf topographic gradient. The overall oceanic 
circulation in this estuary-shelf system is highly variable in space and 
time due to the multiple forcings of wind, river discharge, tide, and land- 
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air-sea interaction (Lai et al., 2021). Seaward gravitational convection 
characterizes the circulation inside the PRE and competing gravitational 
convection and intrusive geostrophic currents from the shelf govern the 
circulation in the lower estuary (Zu et al., 2014). A down-estuary wind 
enhances the stratification and strengthens the along-estuary exchange 
circulation via wind straining, and an up-estuary wind increases the 
vertical mixing and decreases the estuarine circulation (Lai et al., 2018; 
Pan et al., 2020). Over the entire NSCS, coastal downwelling and 

upwelling dynamics are strongly controlled by the alongshore wind 
stress magnitude and wind stress curl (Gan et al., 2015). The south-
westerly/northeasterly wind-driven upwelling/downwelling currents 
spread the freshwater Pearl River plume eastward/westward over the 
shelf. Accurately representing the wind forcing when modeling this 
coupled estuary-shelf system is critical to properly simulating the ocean 
circulation dynamics (Jiang and Xia, 2016). 

High-resolution atmospheric forcing is important to accurately 

Fig. 1. (a) The model domains of the WRF and PRE 
ocean models. The area outlined in blue denotes the 
domain of the PRE ocean model. (b) The inner 
domain D03 of WRF and the domain of the PRE ocean 
model with bathymetry (black contour lines). The red 
dots indicate the atmospheric observation stations at 
Shan Wei (SW), Shang Chuan Dao (SCD), Cheung 
Chau (CC), Waglan Island (WI), and Ta Kwu Ling 
(TKL). The red squares and green diamonds denote 
the CTD stations. The blue star presents the location 
of the buoy. (For interpretation of the references to 
colour in this figure legend, the reader is referred to 
the Web version of this article.)   
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simulate ocean circulation (Julie Pullen, 2003; Béranger et al., 2010; 
Herrmann et al., 2011). Atmospheric forecasting skill improves as the 
atmospheric model’s resolution increases, and more specific topo-
graphic features (Cavaleri and Bertotti, 2004; Ágústsson and Ólafsson, 
2007; Albert et al., 2010) and mesoscale processes (Béranger et al., 
2010) are resolved. High-resolution atmospheric forcings improved the 
ocean circulation simulations due to better representing the oceanic 
mixed-layer characteristics and dynamics (Estournel, 2003; Langlais 
et al., 2009), turbulent heat flux (Akhtar et al., 2017), oceanic response 
to large wind variability (De Mey et al., 2017), and thermohaline cir-
culation (Castellari et al., 2000; Artale et al., 2016). 

The effects of atmosphere-ocean interaction and feedback become 
more important in an ocean simulation as the grid resolution increases. 
The local impacts are generated by sub-mesoscale and mesoscale SST 
variations that alter heat fluxes and winds (Boe et al., 2011), which, in 
turn, affect the multi-scale circulation in open ocean frontal zones 
(Chelton et al., 2004; O’Neill et al., 2010) and coastal upwelling regions 
(Chelton et al., 2007; Desbiolles et al., 2014; Oerder et al., 2016, 2018). 
Many studies have shown that surface wind and heat fluxes are 
improved in simulations when air-sea interactions are included in the 
modeling (Pullen et al., 2006; Seo et al., 2007; Warner et al., 2008; 
Ricchi et al., 2016; Sun et al., 2020). 

How the processes and dynamics of the coastal circulation in the 
estuary-shelf system of the PRE and NSCS respond to spatiotemporally 
varying mesoscale and sub-mesoscale wind forcings has not been fully 
explored by researchers. Furthermore, the effects of land-air-sea in-
teractions on the circulation in the estuary-shelf system have rarely been 
investigated for the PRE and other similar systems around the world. 
The main objectives of this paper are: (1) to assess the impact of using 
high-resolution modeling on coastal meteorology and the response of 
the coastal ocean to high-resolution wind forcing, and (2) to investigate 
the impact of the air-sea coupling relative to one-way coupling (forced- 
mode ocean simulation) and to explore the potential effects of air-sea 
coupling on coastal circulation dynamics. Investigating how oceanic 
processes and the underlying dynamics respond to high-resolution at-
mospheric forcing and atmosphere-ocean coupling would advance 
physical and numerical understanding of these systems and improve 
coastal ocean modeling skills. 

2. Model configuration and data 

2.1. Model configuration and experiments 

The Coupled Ocean-Atmosphere-Wave-Sediment Transport 
(COAWST) modeling system (Warner et al., 2010) was employed to 
simulate the estuary-shelf hydrodynamic environment of the PRE and 
NSCS. The ocean model in the COAWST modeling system is the Regional 
Ocean Modeling System (ROMS), which is a free-surface, hydrostatic, 
primitive equation model discretized with a vertical coordinate system 
that follows the terrain (Shchepetkin and McWilliams, 2005). 

Our model domain consisted of a horizontally discretized matrix 
with 400 × 441 points covering the PRE and the shelves off Guangdong 
in the NSCS (Fig. 1). An orthogonal curvilinear coordinate system fol-
lowed the coastline. The ultrahigh resolution grid (~0.1 km) resolved 
the estuary and the inner shelf neighboring Hong Kong. The grid size 
gradually increased to ~1 km over the shelf at the domain’s southern 
boundary. The topography had been smoothed by using a 2D Shapiro 
filter. The model had 30 vertical levels and adopted higher resolutions 
(<0.2 m) in the surface and bottom boundary layers to better resolve the 
dynamics in these layers. The 2.5-level sub-model for turbulent kinetic 
energy equations in Mellor and Yamada (1982) was used to parame-
terize the vertical mixing and diffusion. Horizontal mixing/diffusion 
was computed using a harmonic scheme with a constant horizontal 
viscosity/diffusion coefficient (5 m2 s− 1). A third-order upstream bias 
advection scheme was adapted to solve the horizontal advection in the 
momentum equations, while the transport of temperature and salinity 

was solved using the Multidimensional Positive Definite Advection 
Transport Algorithm by Smolarkiewicz (1984). The dynamical time-step 
of the ocean model was 30 s. We applied the new tidal and subtidal open 
boundary condition scheme developed by Liu and Gan (2016, 2020), 
and we applied tidal forcing to the open boundary using eight major 
tidal constituents: M2, K1, S2, O1, N2, P1, K2, and Q1. We used the 
Oregon State University Tidal Inversion Software (Egbert and Erofeeva, 
2002) to extract the tidal constituents. 

Results from two experiments that differed only by the atmospheric 
forcing allowed us to assess how our ocean model responded to two 
different wind forcings with different horizontal resolutions. In the first 
experiment, referred to as LR-ERAI, we used atmospheric forcing from 
the Re-Analyses ERA-interim data from the European Centre for 
Medium-Range Weather Forecasts (ECMWF) which had a spatial reso-
lution of approximately 79 km and 60 vertical levels up to 0.1 hPa. In the 
second experiment, referred to as HR-WRF, we used higher resolution 
wind forcing from the regional atmospheric Weather Research and 
Forecasting (WRF) model (Michalakes et al., 1998). WRF adopts a fully 
compressible non-hydrostatic model with an Arakawa-C grid in the 
horizontal direction and terrain-following quality coordinates in the 
vertical direction. A dynamical downscaling technique was employed in 
the WRF model to obtain a higher-resolution output (Caldwell et al., 
2009), which can reflect the impacts of complex fine topography and 
land-sea-air interactions. A three-domain-nested configuration was 
adopted in this study (Fig. 1a). The outer domain of the atmospheric 
model, D01, covered the western Pacific Ocean, the entire China Sea, 
and the Japanese Sea, with a horizontal resolution of 9 km. The middle 
domain, D02, covered the NSCS with a horizontal resolution of 3 km. 
And the inner domain, D03, covered the Guangdong-Hong Kong-Macao 
Greater Bay Area and the PRE with a horizontal resolution of 1 km. D03 
covered the domain of our coastal ocean model. The U.S. Geological 
Survey provided the static fields, such as land use and topographic data, 
with a horizontal grid spacing of 30 arc seconds (approximately 0.9 km). 
All three domains had 33 layers in the vertical, and the maximum top 
pressure reached 50 hPa. The initial conditions and lateral boundary 
conditions for the outer domain were from ERA-interim data provided 
by the ECMWF. The physics options of WRF included the WSM6 
microphysics scheme (Hong et al., 2006a), RRTM longwave radiation 
scheme (Mlawer et al., 1997), Dudhia shortwave scheme (Dudhia, 
1989), YSU boundary layer scheme (Hong et al., 2006b), and the 
Kain-Fritsch cumulus scheme (Kain, 2004). We performed this experi-
ment offline or in a one-way mode for which the atmospheric model ran 
first and then used the high-resolution near-surface wind to drive the 
ocean model. The variables describing the surface heat budget were 
consistent with the LR-ERAI experiment from the ECMWF and drove the 
ocean model as a surface boundary condition using the “flux formula-
tion” method (Oerder et al., 2016). The SST from the ERA-interim data 
was used to act as the boundary forcing for the atmosphere model. We 
interpolated the results from D03 onto the grid of the PRE ocean model. 

We conducted a third experiment as an air-sea two-way fully coupled 
experiment using the WRF and ROMS models in the COAWST. We called 
this third experiment CPL-AO. The coupler is the Modelling Coupling 
Toolkit (MCT; Larson et al., 2005), which is an open-source software 
library for constructing parallel coupled models from individual parallel 
models. Each separate model ran on its own set of processors. MCT 
provides the protocols for inter-model data coupling, allowing efficient 
data transfer between the different models, and provides interpolation 
algorithms for the data fields that are transferred. In the WRF-ROMS 
coupled model, the surface wind stress component, atmospheric pres-
sure, relative humidity, air temperature, cloud fraction, precipitation, 
and the net shortwave and longwave fluxes from the D03 domain of the 
atmospheric model were passed to the PRE ocean model. The ocean 
model passed the simulated SST to the atmospheric model. The mo-
mentum and heat fluxes at the ocean-atmosphere interface were 
computed by WRF, ensuring that both models used the same fluxes. The 
models exchanged data every 10 min. The solo configurations for the 
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atmospheric and oceanic models were consistent with the settings of the 
HR-WRF experiment. We spun up the ocean model with temperature 
and salinity from May 1, 2015 obtained from a well-validated large-
r-scale model over the entire northern South China Sea shelf (Gan et al., 
2015). Atmospheric forcing from 10 to July 28, 2015 was applied to the 
ocean model simulation, covering variable upwelling- and 
downwelling-favorable winds during the field survey period. 

2.2. Observations for validation 

We obtained hourly surface wind vector and temperature data for the 
weather stations (Fig. 1b) around PRE from the Hong Kong Observatory 
(HKO) and the Integrated Surface Database (ISD; Smith et al., 2011; 
https://www.ncdc.noaa.gov/isd), from the National Centers for Envi-
ronmental Information (NCEI), National Oceanic and Atmospheric 
Administration (NOAA). We used this hourly data to validate the at-
mospheric forcing. 

To validate the ocean model, we used conductivity-temperature- 
depth (CTD) data collected during a survey from 18 to July 22, 2015. 
A Sea-Bird SBE25 CTD profiling system measured the in-situ salinity and 
temperature. The CTD stations were along transects in the PRE and over 
the adjacent shelf as shown in Fig. 1b. We extracted temperature and 
salinity profiles from the model results at the same locations as the CTD 
stations to validate our ocean model. At the same time, we conducted a 
time-series measurement of current using a buoy mooring located in the 
south of the PRE mouth (Fig. 1b). Additionally, we obtained the Oper-
ational SST and Sea Ice Analysis (OSTIA) SST data (http://ghrsst-pp.me 
toffice.gov.uk/ostia-website/index.html) from the National Centre for 
Ocean Forecasting of the Met Office (United Kingdom) (Donlon et al., 

2012) to validate the SST of the ocean simulation. The OSTIA SST data 
are from a global daily analysis with a 0.05◦ × 0.05◦ horizontal 
resolution. 

3. Model validation 

3.1. Atmospheric validation 

We compared the observations from HKO and ISD to the atmospheric 
models’ wind fields and air temperatures. Fig. 2 shows the alongshore 
and cross-shore winds and air temperatures at the Waglan Island (WI) 
and Ta Kwu Ling (TKL) stations from the observations, the ERA-interim 
data (ERAI), uncoupled WRF model, and the air-sea coupled model. The 
alongshore and cross-shore components are the wind vectors rotated by 
an angle of 23◦ and are approximately parallel and perpendicular to the 
coastline, respectively. The positive/negative values of the alongshore 
wind indicate the upwelling/downwelling-favorable winds. 

At the WI station, the relatively weak upwelling-favorable wind 
prevailed from July 13 to 17 (Fig. 2a), and the wind reversed to blow 
southwestward (downwelling-favorable) from July 18 to 19 and then 
rapidly reverted to northeastward (upwelling-favorable) after July 20. 
The alongshore and cross-shore winds from the low-resolution model 
(ERA-interim data) underestimated the downwelling-favorable wind on 
July 19 (Fig. 2a and c). In comparison, the alongshore winds from both 
the uncoupled and coupled WRF models were all stronger and more 
consistent with the observations in magnitude on July 19 (Fig. 2a). In 
the cross-shore direction, the air-sea coupled model agreed best with the 
observations at the WI station (Fig. 2c). For the TKL station located north 
of Hong Kong, the intensities of the alongshore and cross-shore winds 

Fig. 2. Comparisons of the (a, b) alongshore and (c, d) cross-shore winds (ms− 1) and (e, f) air temperature (◦C) of the observations, ERA-Interim data, uncoupled 
WRF, and coupled WRF models at Waglan Island (a,c,e) and Ta Kwu Ling (b,d,f) stations. The negative value of the alongshore wind in Fig. 2a indicates a 
downwelling-favorable wind, and the positive value indicates an upwelling-favorable wind. 

W. Lai and J. Gan                                                                                                                                                                                                                              

https://www.ncdc.noaa.gov/isd
http://ghrsst-pp.metoffice.gov.uk/ostia-website/index.html
http://ghrsst-pp.metoffice.gov.uk/ostia-website/index.html


Estuarine, Coastal and Shelf Science 278 (2022) 108091

5

from the low-resolution ERA-interim data were much stronger than the 
intensities of the winds from the high-resolution models (Fig. 2b and d) 
due to the models’ underestimating the effects of topography. The 
station-averaged, including Waglan Island, Ta Kwu Ling, Shan Wei, 
Shang Chuan Dao, and Cheung Chau stations, root-mean-square errors 
(RMSE) of the alongshore and cross-shore winds from the air-sea 
coupled model were 1.78 m/s and 1.46 m/s, respectively, which were 
smaller than the RMSEs from the ERA-interim data and the uncoupled 
WRF model (Table 1). In addition, the station-averaged correlation co-
efficients of the alongshore and cross-shore winds for the air-sea coupled 
model were the largest (Table 1). 

Due to different land uses at the WI and TKL stations, the perfor-
mances of simulated air temperature are different because they repre-
sent processes of the ocean-air and land-air interaction, respectively. 
The simulated maximum temperatures at the WI station were generally 
lower than the observations for different wind forcings before July 19 
(Fig. 2e), while the simulation of air temperature in the coupled model 
was improved by considering air-sea interaction with a better SST 
feedback. After July 19, the uncoupled WRF and air-sea coupled models 
successfully reproduced the synoptic reduction of temperature, but the 
low-resolution ERA-Interim data overestimated the air temperature. At 
the TKL station, the diurnal variation of the air temperature was more 
consistent with the observation in the air-sea coupled model (Fig. 2f) 
with a correlation coefficient of 0.86 and an RMSE of 1.43 ◦C. The 
station-averaged RMSEs of the air temperature were 1.60, 1.53, and 
1.23 ◦C in the low-resolution model, high-resolution uncoupled model, 

and air-sea coupled model (Table 1), respectively. The station-averaged 
correlation coefficient between the modeled and observed air temper-
ature increased from 0.63 in the low-resolution model to 0.83 in the air- 
sea coupled model (Table 1). Overall, the results from the air-sea 
coupled model agreed the best with the observations. 

3.2. Ocean model validation 

We used T-S diagrams of sea surface temperature and salinity from 
the CTD observations (Fig. 1b) and the numerical simulations in the LR- 
ERAI, HR-WRF, and CPL-AO experiments to assess the performance of 
the ocean model under different atmospheric forcings (Fig. 3). The 
ocean model driven by the ERA-interim data (LR-ERAI experiment) 
overestimated the SST at most stations (Fig. 3a) with an RMSE of 1.48 ◦C 
(Table 2). When the ocean model was driven by the high-resolution 
wind forcing (HR-WRF experiment), the near-surface water was colder 
(Fig. 3b), and the SST was even further reduced in the air-sea coupled 
model (CPL-AO experiment in Fig. 3c). The RMSEs of SST in the HR-WRF 
and CPL-AO experiments were 1.29 and 1.11 ◦C, respectively, and 
decreased by 12.8% and 25.0% compared to the LR-ERAI experiment. 
Meanwhile, the ocean model underestimated the sea surface salinity in 
the LR-ERAI experiment, especially in the coastal regions where the 
differences between modeled and observed salinity reached 10 psu 
(Fig. 3a). The sea surface salinity in the HR-WRF and CPL-AO experi-
ments agreed with the observations better (Fig. 3b and c). The RMSEs of 
the sea surface salinity in the HR-WRF and CPL-AO experiments, relative 
to the LR-ERAI experiment, decreased by 23.7% and 28.3% (Table 2), 
respectively. 

Fig. 4 shows the time-averaged SST obtained from the OSTIA remote 
Table 1 
The RMSE and correlation coefficient of alongshore and cross-shore winds and 
air temperature from the ERA-Interim data, uncoupled WRF, and coupled WRF 
models at the Waglan Island and Ta Kwu Ling observation stations, and all 
stations average.   

Variable Forcing Waglan 
Island 

Ta 
Kwu 
Ling 

All 
Stations 
Average 

RMSE Along-Shore 
Wind (ms− 1) 

ERA- 
interim 

3.27 3.08 2.77 

Uncoupled 
WRF 

2.56 1.68 2.05 

Coupled 
WRF 

2.07 1.62 1.78 

Cross-Shore 
Wind (ms− 1) 

ERA- 
interim 

2.79 1.61 2.23 

Uncoupled 
WRF 

2.16 1.46 1.74 

Coupled 
WRF 

1.84 1.11 1.49 

Temperature 
(◦C) 

ERA- 
interim 

1.78 1.66 1.60 

Uncoupled 
WRF 

1.36 1.83 1.53 

Coupled 
WRF 

1.05 1.43 1.23 

Correlation 
Coefficient 

Along-Shore 
Wind 

ERA- 
interim 

0.87 0.49 0.75 

Uncoupled 
WRF 

0.89 0.62 0.80 

Coupled 
WRF 

0.93 0.67 0.84 

Cross- Shore 
Wind 

ERA- 
interim 

0.70 0.52 0.62 

Uncoupled 
WRF 

0.84 0.74 0.78 

Coupled 
WRF 

0.88 0.76 0.82 

Temperature ERA- 
interim 

0.48 0.82 0.63 

Uncoupled 
WRF 

0.74 0.78 0.73 

Coupled 
WRF 

0.89 0.86 0.83  

Fig. 3. T-S diagrams of the sea surface temperature and salinity at all the CTD 
station locations mapped from the LR-ERAI (a), HR-WRF (b), and CPL-AO (c) 
experiments. The blue dots represent the observed data. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 
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sensing observations and the model results from the LR-ERAI, HR-WRF, 
and CPL-AO experiments from 13 to July 18, 2015. The belt of cold 
water on the eastern side of the observed SST distribution was evidence 
of upwelling circulation (Fig. 4a). A warm bias relative to the OSTIA SST 
was on the western side and was near the coastal regions in the LR-ERAI 
experiment (Fig. 4b). The simulated SST cooled over the shelf when we 
applied the high-resolution wind forcing in the HR-WRF experiment 
(Fig. 4c) due to the increased vertical mixing induced by the strength-
ened wind stress (Figure not shown). However, due to the weaker wind 
stress near Hong Kong Island, the SST over the eastern cold-water belt in 
the HR-WRF experiment was slightly warmer than that in the LR-ERAI 
experiment. The SST bias decreased further when we coupled the 
regional ocean and atmospheric models in the CPL-AO experiment 
(Fig. 4d). In general, the SST from the CPL-AO experiment agreed the 
best with the observed SST from OSTIA. 

The time series of depth-averaged zonal and meridional velocities 
from both the buoy observation (Fig. 1b) and the LR-ERAI, HR-WRF, and 
CPL-AO experiments are shown in Fig. 5. The depth-averaged zonal and 
meridional velocities exhibited an extensive fluctuation during the 
extensive upwelling-favorable wind. The biases of zonal velocities were 
larger in the LR-ERAI and HR-WRF experiments from July 23 to 25. In 
the coupled model, the biases of zonal velocity decreased. The meridi-
onal velocities were similar among these three experiments. The 
observation-model correlation of zonal velocity was improved from 0.72 
in the LR-ERAI to 0.81 in the CPL-AO experiment (Table 3). Meanwhile, 
the RMSEs of zonal velocity reduced from 0.087 ms− 1 to 0.053 m/s. For 
the meridional velocity, the correlation was the highest and the RMSE 
was the lowest in the CPL-AO experiment. 

In short, the high-resolution air-sea coupled model resolved the local 
dynamic effects induced by the topography and small-scale physical 
processes better. In addition, with the consideration of air-sea interac-
tion, the air-sea coupled model also had a better representation of the 
wind forcing, which significantly improved the accuracy of the simu-
lated coastal currents, surface water temperature, and salinity. 

4. Results 

At the beginning of the field cruise in the PRE region, there was a 
relatively weak upwelling-favorable wind. Then, around July 19, there 
was extensive short-term downwelling-favorable wind followed by 
strong upwelling-favorable wind after July 20 (Fig. 2a). We mainly 
focused on the response of the coastal ocean circulation to the 
upwelling-favorable wind from July 20 to 28 in these three experiments. 

4.1. Surface circulation 

Coastal upwelling dynamics are strongly controlled by alongshore 
wind stress and wind stress curl. The time-averaged wind stress and 
wind stress curl from the ERA-interim reanalysis data (used in the LR- 
ERAI experiment), the high-resolution uncoupled WRF model (used in 
the HR-WRF experiment), and the air-sea coupled model (used in the 
CPL-AO experiment) are shown in Fig. 6 when the upwelling-favorable 
wind occurred from 20 to 28 July. The intensity of the wind stress from 
the ERA-interim reanalysis data was relatively weak (Fig. 6a), but it 
strengthened in the simulation from the high-resolution uncoupled WRF 
model (Fig. 6c), especially over the shelf region. The wind stress curl in 
the ERA-interim data was generally positive and spatially uniform over 
the shelf due to the lower resolution of the data (Fig. 6b). The pattern of 
the wind stress curl was more complex in the high-resolution model than 
that in the low-resolution model. The wind stress curl intensified near 
the coast in the high-resolution WRF model, which resolved the spatial 
variability of the wind stress better. In the high-resolution WRF results, 
the distinct negative wind stress curl outside the estuary and positive 
around the whole domain were obvious in Fig. 6d. In the air-sea coupled 
model’s results, the patterns of wind stress and wind stress curl were like 
the patterns seen in the uncoupled WRF model results but were slightly 

Table 2 
RMSE of sea surface temperature and salinity in the CTD observations from the 
LR-ERAI, HR-WRF, and CPL-AO experiments.  

Variable Experiment LR-ERAI HR-WRF CPL-AO 

Sea Surface Temperature RMSE (◦C) 1.48 1.29 1.11 
Improvement / 12.8% 25% 

Sea Surface Salinity RMSE (psu) 1.73 1.32 1.24 
Improvement / 23.7% 28.3%  

Fig. 4. The time-averaged of the SST (◦C) from the (a) OSTIA remote sensing observation and the (b) LR-ERAI, (c) HR-WRF, and (d) CPL-AO experiments from July 
13 to 18. 
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weaker and homogeneous (Fig. 6e and f). 
With the upwelling-favorable wind, a northeastward upwelling jet 

over the shelf appeared in the surface currents near the PRE (Fig. 7a). 
Compared to the LR-ERAI experiment, the surface eastward currents 
intensified over the inner shelf in the HR-WRF experiment due to the 
strengthened nearshore wind stress (Fig. 7b). Due to the weaker wind 
stress in the CPL-AO experiment, the surface eastward currents were 
slightly weaker near the western shore and over the eastern shelf, 
compared to the HR-WRF experiment (Fig. 7c). 

The surface salinity in the region is characterized by the offshore 
movement of the Pearl River plume. In the LR-ERAI experiment, when 
the extensive southwesterly winds prevailed, the freshwater from the 
estuary advected eastward and offshore (Fig. 7d). The 32 psu surface 
salinity contours suggest more freshwater was constrained on the west 
side of the PRE due to the strengthened eastward alongshore jet in the 
HR-WRF and CPL-AO experiments (Fig. 7d). The surface salinity pat-
terns in the results from the HR-WRF and CPL-AO experiments were 
similar, but in the HR-WRF experiment, more freshwater was con-
strained inside the PRE, indicating the presence of a strengthened up-
welling jet. 

4.2. Cross-isobath transport 

To illustrate the response of the cross-shelf exchanges to the different 
atmospheric forcings, we examined the cross-isobath components of the 

depth-averaged and bottom velocities over the 10m–50m isobaths by 
projecting the simulated velocities onto the cross-isobath direction 
(Fig. 8). We defined the orientation of the isobath in the computational 
domain as the inverse tangent of the northward and eastward gradients 
of the topography. A positive (negative) value represented an onshore 
(offshore) transport of the shelf water normal to the isobath. Based on 
the strength of the transport in different regions of our model domain, 
we divided the domain around the PRE into three regions (Fig. 8a). In 
the west, we defined Region C1 to be near the coast from the 10m–30m 
isobaths. Region C2 was on the shelf from the 30m–50m isobaths. Re-
gion E was in the east from the 20m–50m isobaths. The final region was 
in the center, but due to the influence of the complex topography and 
islands, we excluded the discussion of cross-isobath transport in the 
center region from this study. 

During the upwelling-favorable wind, the depth-averaged cross-iso-
bath transports clearly showed a net offshore transport for Region C1 
and Region C2, and there was an onshore invasion on the eastern side for 
Region E in the three experiments. At the same time, predominant 
onshore transports occurred over the bottom layer due to the upwelling- 
favorable wind (Fig. 8d and e). In the LR-ERAI experiment, the depth- 
averaged cross-isobath transports, including onshore transport in Re-
gion E and offshore transports in Region C1 and C2, were weaker than 
the depth-averaged transports in the HR-WRF experiment (Fig. 8b). The 
bottom onshore transport was strengthened in the HR-WRF experiment 
(Fig. 8e). The differences between the depth-averaged cross-isobath 
velocities from the HR-WRF and CPL-AO experiments showed that the 
cross-isobath transports in the CPL-AO experiment were stronger in 
Region C2 and Region E but were weaker in Region C1 (Fig. 8c). For the 
bottom layer, the onshore transport intensified in the HR-WRF experi-
ment when we applied the high-resolution wind forcing (Fig. 8e), but in 
the CPL-AO experiment, the bottom onshore transport weakened in 
Region C2 and Region E (Fig. 8f). Adjusting the wind stress in the air-sea 
coupled model resulted in a moderate bottom onshore transport and 
depth-averaged cross-isobath transport over the shelf. 

Overall, the cross-isobath transport in the HR-WRF experiment was 
strongest in Region C1, but in Region C2 and Region E, the cross-isobath 
transports were strongest in the CPL-AO experiment (Fig. 9). However, 
the cross-isobath transports were weakest for all three regions in the LR- 
ERAI experiment. We discuss the underlying dynamics of the changing 
transports in the different experiments in the next section. 

5. Analyses and discussion 

To better understand the impacts of high-resolution wind forcing and 
air-sea coupling on the dynamic processes of the cross-isobath transport 
around the PRE, we used the term balances in the depth-averaged mo-
mentum and vorticity equations. With these equations, we examined the 
dynamic characteristics controlling the processes of the cross-isobath 
transport. 

5.1. Dynamics of cross-isobath transport 

We analyzed the forcing mechanisms involved in the cross-isobath 
transport with the corresponding along-isobath momentum balances. 
The depth-averaged along-isobath momentum equation is expressed as 

∂u
∂t

⏞⏟⏟⏞ ACCEL

= f v
⏞⏟⏟⏞ COR

− [(u, v) • ∇]u
⏞̅̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅̅ ⏞ HADV

− gηx
⏞̅⏟⏟̅⏞ PGF

+
τsx

ρ0D

⏞⏟⏟⏞ SSTR

−
τbx

ρ0D

⏞̅̅⏟⏟̅̅⏞ BSTR

+ Kh∇
2u

⏞̅̅̅⏟⏟̅̅̅⏞ HVISC

(1)  

where the superscript, x, denotes the momentum in the along-isobath 
direction. The variables τs and τb are the surface and bottom stresses, 
respectively. The reference density and coefficient of horizontal vis-
cosity are represented by ρ0 and Kh, respectively. The terms in Equation 
(1) are acceleration (ACCEL), Coriolis force (COR), horizontal nonlinear 

Fig. 5. Time series of depth-averaged (a) zonal and (b) meridional velocities 
from the buoy observation, the LR-ERAI, HR-WRF, and CPL-AO experiments. 

Table 3 
RMSE and correlation coefficient (CC) of depth-averaged zonal and meridional 
velocities between the buoy observation and the LR-ERAI, HR-WRF, and CPL-AO 
experiments.  

Variable Experiment LR-ERAI HR-WRF CPL-AO 

zonal velocity RMSE 0.087 0.071 0.053 
CC 0.72 0.75 0.87 

meridional velocity RMSE 0.044 0.042 0.036 
CC 0.67 0.67 0.74  
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Fig. 6. The time-averaged (a, c, e) wind stress (Pa) and (b, d, f) wind stress curl (Nm− 3) from the (a, b) ERA-interim reanalysis data, (c, d) high-resolution uncoupled 
WRF model, and (e, f) air-sea coupled model during the upwelling-favorable wind. 

Fig. 7. The time-averaged surface currents (ms− 1) in 
the (a) LR-ERAI and (b) HR-WRF experiments during 
the upwelling-favorable wind. (c) The difference in 
the surface currents (ms− 1) between the HR-WRF and 
CPL-AO experiments. (d) The sea surface salinity 
(psu) in the LR-ERAI experiment. The contour lines of 
the 32 psμ surface salinity in the LR-ERAI, HR-WRF, 
and CPL-AO experiments are yellow, blue, and green 
in Fig. 7d, respectively. (For interpretation of the 
references to colour in this figure legend, the reader is 
referred to the Web version of this article.)   
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advection (HADV), pressure gradient force (PGF), surface wind stress 
(SSTR), frictional bottom stress (BSTR), and horizontal viscosity 
(HVISC). We also considered the behavior of the sum of COR and PGF, 
referred to as the ageostrophic pressure gradient (AGE). 

Fig. 10 shows the domain average of the depth-averaged along-iso-
bath momentum terms during upwelling-favorable wind in the regions 
C1, C2, and E for the LR-ERAI, HR-WRF, and CPL-AO experiments. We 
neglected the acceleration, HVISC, and HADV terms because they were 
at least one order of magnitude smaller than the other terms in Equation 
(1). The main balance along the isobaths in all regions was among the 
COR, PGF, and SSTR (Fig. 10), in which the BSTR was much smaller, 
suggesting AGE was primarily balanced by the SSTR to form an Ekman 
velocity. The intensity of the wind stress mainly determined the offshore 
transports (COR<0) in regions C1 and C2 (Fig. 10a and b). Compared 
with the LR-ERAI experiment, the offshore transports were stronger in 
regions C1 and C2 in the HR-WRF experiment due to the intensified 
wind stress. Although the SSTR was larger in the HR-WRF in Region C2, 
the offshore transport was weaker than that in the CPL-AO experiment 
(Fig. 10b), in which an intensified along-isobath PGF enhanced the 
offshore transport. In Region E, the intensity of the negative along- 
isobath PGF mainly determined the onshore transport (COR>0), and 
the SSTR was the second largest contributor (Fig. 10c), suggesting a 
geographic current. Although the SSTR was weaker in the CPL-AO 
experiment, the intensified westward along-isobath PGF resulted in a 
stronger onshore transport. 

Fig. 8. (a, b) The depth-averaged and (d, e) bottom 
cross-isobath velocities (ms− 1) from the LR-ERAI and 
HR-WRF experiments during the upwelling-favorable 
wind. The differences of the (c) depth-averaged and 
(f) bottom cross isobath velocities (ms− 1) between the 
HR-WRF and CPL-AO experiments during the 
upwelling-favorable wind. The rectangles in Fig. 8a 
depict regions C1, C2, and E. A positive (negative) 
value indicates an onshore (offshore) transport of the 
shelf water normal to the isobath.   

Fig. 9. Domain average of the depth-averaged cross-isobath velocities (ms− 1) 
for regions C1, C2, and E from the LR-ERAI, HR-WRF, and CPL-AO experiments. 
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5.2. Dynamics of along-isobath PGF 

We identified that wind stress and along-isobath PGF mainly deter-
mined how intensely the different forcings influenced the cross-isobath 
transports. As we mentioned before, the along-isobath PGF intensified 
under the impact of the air-sea interaction in the CPL-AO experiment. 
Studies by Chelton et al. (2004), and O’Neill et al. (2005) suggested that 
the atmospheric response to the fine structure in the SST field might be 
important to the feedback onto the ocean, particularly through changes 
in the wind stress curl. Gan et al. (2013) proposed that intensified 
offshore transport was formed by a strengthened geostrophic transport 
due to a positive along-isobath PGF, which was generated by the net 
frictional stress curl in the water column. Based on the linear 
depth-integrated vorticity equation, Gan et al. (2013) and Liu and Gan 
(2014) proposed the depth-averaged along-isobath PGF could be 
decomposed as: 

− 1
ρ0

Px∗

⏞̅̅⏟⏟̅̅⏞ PGFx∗

=
1

Dy∗
∇ ×

⎛

⎜
⎜
⎝ −

g
ρ0

∫ 0
− H zρdz∇H

H

⎞

⎟
⎟
⎠

⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞ JEBAR

+
1

Dy∗
∇ ×

(
τb

ρ0

)⏞̅̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅̅ ⏞BSC 

+
1

Dy∗
∇ ×

(

−
τs

ρ0

)⏞̅̅̅̅̅̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅̅̅̅̅̅ ⏞ SSC

+
1

Dy∗
J(ψ ,∇× v→)

⏞̅̅̅̅̅̅̅̅̅̅̅̅̅⏟⏟̅̅̅̅̅̅̅̅̅̅̅̅̅⏞
⏞⏟⏟⏞ RVA

+

(
‖ v→‖

2

2

)

x∗

⏞̅̅̅̅̅̅̅ ⏟⏟̅̅̅̅̅̅̅ ⏞
⏞⏟⏟⏞ GMF

(2)  

where subscripts, x* and y*, denote partial differentiation in the di-
rections along and normal to the isobaths, respectively. The 

PGFx∗represents the along-isobath PGF, which is governed by the joint 
effect of baroclinic and relief (JEBAR) due to the topography and bar-
oclinicity of waters, and the net stress curl jointly governed by the curl of 
bottom stress (BSC) and the curl of surface stress (SSC) in the water 
column, and the nonlinear relative vorticity advection (RVA), as well as 
the gradient of momentum flux (GMF). GMF is very small compared 
with the other terms and can be neglected. 

Fig. 11 shows the domain average of JEBAR, BSC, SSC, RVA, and 
depth-averaged along-isobath PGF for Region C1, C2 and Region E in the 
LR-ERAI, HR-WRF and CPL-AO experiments. A positive value denotes 
onshore transport. The along-isobath PGF tended to enhance the 
onshore transport (Fig. 11a) in Region C1, where the along-isobath PGF 
was mainly determined by the SSC. The along-isobath PGF was larger in 
the LR-ERAI experiment due to a greater SSC. Although the SSC was 
weaker in the CPL-AO experiment than that in the HR-WRF experiment, 
the net stress curl was larger, resulting in a stronger along-isobath PGF in 
the CPL-AO experiment. 

For Region C2, the positive SSC played a predominated role in the 
LR-ERAI experiment and balanced the other terms, resulting in a 
weakest along-isobath PGF (Fig. 11b). The along-isobath PGF was 
mainly contributed by the SSC and RVA in the HR-WRF experiment, 
while the BSC reduced the along-isobath PGF. In the CPL-AO experi-
ment, the larger RVA due to the combined effect of the eastward shelf 
current and the along-shore variation of the relative vorticity was the 
major contributor to the along-isobath PGF. The RVA combined with the 
JEBAR effect enhanced the cross-isobath water exchange and offset the 
net stress curl (SSC and BSC) in the CPL-AO experiment, indicating an 
opposite effect of SSC to the HR-WRF experiment (Fig. 11b). 

Fig. 10. Domain average of the depth-averaged along-isobath COR, PGF, AGE, 
SSTR, and BSTR (ms− 2) from the LR-ERAI, HR-WRF, and CPL-AO experiments 
for regions (a) C1, (b) C2, and (c) E during the upwelling-favorable wind. 

Fig. 11. Domain average of the JEBAR, BSC, SSC, RVA, and depth-averaged 
along-isobath PGF (ms− 2) from the LR-ERAI, HR-WRF and CPL-AO experi-
ments for (a) Region C1, (b) Region C2 and (c) Region E during the upwelling- 
favorable wind. 
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In Region E, the positive JEBAR term was the largest due to more 
eastward expansion of the freshwater in the LR-ERAI experiment, but 
the SSC and RVA were relatively small, resulting in a weaker along- 
isobath PGF and onshore transport. The SSC was the largest in the HR- 
WRF experiment, but the JEBAR and RVA were smaller than those in 
the CPL-AO experiment, leading to a weaker along-isobath PGF 
(Fig. 11c). The colder water in the CPL-AO experiment reduced the 
strength of the surface wind stress curl, but the JEBAR effect and RVA 
were strengthened. As a result, the along-isobath PGF was strengthened 
in the air-sea coupled model, resulting in a stronger cross-isobath 
onshore transport. 

Overall, the JEBAR effect was the largest in Region C2 and E due to 
more offshore expansion of the plume water in the LR-ERAI experiment. 
Compared with the HR-WRF experiment, the SSC was distinctly influ-
enced by the air-sea coupling and played an important role in deter-
mining the along-isobath PGF and cross-isobath transport. The colder 
near-surface water in CPL-AO tended to reduce the strengths and the 
variability of surface stress curl for both Region C2 and E when 
considering air-sea interaction. Furthermore, the enhanced JEBAR effect 
and RVA in the air-sea coupled model were important to strengthening 
the cross-isobath transport. 

5.3. SST feedback 

A key difference in the uncoupled and air-sea coupled models comes 
from the feedback SST and its impact on wind stress. SST induces the air 
pressure gradients that affect the atmospheric winds which adjust the 
ocean via surface wind stress and wind stress curl. Fig. 12 presents the 
domain average of SST forcing to the atmosphere model, air 

temperature, and wind stress in the HR-WRF and CPL-AO experiments 
during the upwelling-favorable wind. In the HR-WRF experiment, the 
SST forcing from the low-resolution ERA-interim data was greater than 
in the air-sea coupled model (Fig. 12a), leading to the air temperature in 
the air-sea coupled model being colder than that in the uncoupled WRF 
model (Fig. 12b). The surface wind stress was stronger under con-
vectively unstable conditions at high SST when the surface boundary 
layer in the ocean thickened because of enhanced wind-induced mixing. 
As a result, the colder water in the air-sea coupled model weakened the 
surface wind stress, and the uncoupled WRF model generated stronger 
wind stress (Fig. 12c). Adjusting the SST in the air-sea coupled model, in 
turn, improved the baroclinicity of the coastal atmosphere and further 
adjusted the wind stress and cross-shore circulation. 

6. Conclusion 

Accurately representing the surface heat budget and momentum 
fluxes is essential to the boundary forcing of an ocean model. Multi- 
forcings control the coastal ocean where strong land-air-sea interac-
tion poses a great challenge when simulating the atmospheric and 
ocean, and when the air and sea are coupled in an ocean model. In this 
study, we investigated the roles of local high-resolution wind forcing in 
an estuary-shelf ocean simulation and assessed the importance of 
coastal-scale ocean-atmospheric coupling on the coastal ocean circula-
tion with respect to the coastal circulation’s response to an upwelling- 
favorable wind. In this case, we used the PRE and NSCS as our 
estuary-shelf system and investigated the ocean response near the PRE. 
We produced three numerical simulations driven by (1) global rean-
alysis data from ECMWF, (2) high-resolution wind forcing from an 
uncoupled regional atmospheric model, and (3) an air-sea coupled 
model. The three simulations were implemented from 10 to July 28, 
2015 covering the same period as an observational cruise. We validated 
the modeling results using data from weather stations from ISD and in- 
situ CTD measurements collected during the field cruise in the PRE. 
Comparing the modeling results with the in-situ observations suggested 
that the high-resolution atmospheric model significantly improved the 
simulations of the near-surface wind and air temperature, resulting in 
improved accuracy of the simulated coastal ocean currents, water tem-
perature, and salinity. The high-resolution air-sea coupled model further 
improved the atmospheric and oceanic simulations because the air-sea 
interactions were considered due to the coupling. 

In addition, the shelf circulation dynamics were resolved better in 
the ocean model when driven by high-resolution wind forcing. The high- 
resolution wind forcing produced strengthened cross-isobath transport 
due to the enhanced surface wind stress and along-isobath PGF. 
Compared with the uncoupled model, the depth-averaged cross-isobath 
transport intensified in the air-sea coupled model due to the enhanced 
along-isobath PGF. The wind stress curl was distinctly influenced by the 
air-sea coupling and played an important role in determining the along- 
isobath PGF and cross-isobath transport. In the air-sea coupled model, 
the relative vorticity advection strengthened and offset the greater net 
stress curl for strengthening the along-isobath PGF on the western shelf, 
and over the eastern shelf, the intensified JEBAR effect and relative 
vorticity advection in the air-sea coupled model strengthened the along- 
isobath PGF, resulting in a stronger cross-isobath transport. 

The simulated SST was sensitive to the atmospheric forcing and the 
influence of air-sea coupling in the coastal region. SST was lower when 
we applied the high-resolution wind forcing rather than the global-scale 
reanalysis forcing due to the strong vertical mixing induced by the 
enhanced wind stress from the uncoupled WRF model. The lower SST 
from the air-sea coupling model fed back to the atmosphere and reduced 
the air temperature and further adjusted the wind stress and wind stress 
curl and associated cross-isobath transport. Consequently, the air-sea 
coupled model represented a major advance in interacting regional at-
mospheric and oceanic processes to dynamically improve the response 
of the ocean. 

Fig. 12. Time series of the domain-averaged of (a) SST, (b) air temperature 
(◦C), and (c) wind stress (Pa) from the HR-WRF and CPL-AO experiments during 
the upwelling-favorable wind. 
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